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In  this book I present an analysis course which I have t a w  to first+ 
yem graduate students at the Univereity of Wisconsin since 1962. 

The course was developed for two reasons. The first was a belief that 
one could present the basic techniques and theorems of analysis in one 
year, with enough applications to make the subject interesting, in such 
a way that students could then specialize in any direction they choose. 

The second and perhaps even more important one was the desire to do 
away with the outmoded and misleading idea that analysis consists of 
two distinct halves, "real variables" and "complex variables.'' Tradi- 
tionally (with some oversimplification) the first of these deals with 
Lebesgue integration, with various types of convergence, and with the 
pathologies exhibited by very discontinuous functions; whereas the second 
one concerns itself only with those functions that are as  smooth rts can 
be, namely, the holomorphic ones. That these two areas interact most 
intimately has of course been well known for at least 60 years and is evi- 
dent to anyone who is acquainted with current research. Nevertheless, 
the standard curriculum in most American universities still contains a 
year course in complex variables, followed by a year course in real varia- 
bles, and usually neither of these courses acknowledges the existence of 
the subject matter of the other. 

I have made an effort to demonstrate the interplay among the various 
parts of analysis, including some of the basic ideas from functional 
analysis. Here are a few examples. The Riesz representation theorem 
and the Hahn-Banach theorem allow one to "guess" the Poisson integral 
formula. They team up in the proof of Runge's theorem, from which 
the homol6gy version of Cauchy's theorem follows easily. They com- 
bine with Blaschke's theorem on the zeros of bounded holomorphic func- 
tions to give a proof of the Miintz-Szasz theorem, which concerns approxi- 
mation on an interval. The fsct that LZ is a Hilbert space is used in the 
proof of the W o n - N i i y m  theorem, which leads to the theorem ,about 
differentiation of indefinite integrals (incidentally, daerentiation seems 
to be unduly slighted in most modern texts), which in turn yields the 
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existence of radial limits of bounded harmonic functions. The theorems 
of Plancherel and Cauchy combined give a theorem of Paley and Wiener 
which, in turn, is used in the Denjoy-Carleman theorem about infinitely 
differentiable functions on the real lime. The maximum modulus theorem 
gives information about linear transformations on Lp-spsces. 

Since most of the results presented here are quite classical (the novelty 
lies in the arrangement, and some of the proofs are new), I have not 
attempted to document the source of every item. References are 
gathered at the end, in Notes and Comments. They are not always to 
the original sources, but more often to more recent works where further 
references can be found. In no case does the absence of a reference imply 
any claim to originality on my part. 

The prerequisite for this book is a good course in advanced calcuIus 
(set-theoretic manipulations, metric spaces, uniform continuity, and 
uniform convergence). The first seven chapters of my earlier book 
"Principles of Mathematical Adysis"  furnish smcient  preparation. 

Chapters 1 to 8 and 10 to 15 should be taken up in the order in which 
they are presented. Chapter 9 is not referred to again until Chapter 19. 
The last five chapters are quite independent of each other, and probably 
not all of them should be taken up in any one year. There are over 350 
problems, some quite easy, some more challenging. About half of these 
have been -signed to my classes a t  various times. 

The students' response to this course baa been most gratifying, and I 
have profited much from some of their comments. Notes taken by' 
Aaron S trauss and Stephen Fisher helped me greatly in the writing of the 
final manuscript. The text contains a number of improvements which 
were suggested by Howard Conner, Simon Hellerstein, Marvin Knopp, 
and E. L. Stout. I t  is a pleasure to express my sincere thanks to them 
for their generous assistance. 
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Prologue 

The Exponential 

Fnnotion 

This is undoubtedly the most important function in mathematics. It 
is dehed, for every complex number z, by the formula 

exp ( 2 )  = 2 5- 
The series (1) converges absolutely for every z and converges uniformly 
on every bounded subset of the complex plane. Thus exp is a continuous 
function. The absolute convergence of (1) shows that the computation 

is correct. It gives the important addition formula 

valid for all complex numbers a and b. 
We define the number e to be exp (I), and shall usually replace exp ( 2 )  

by the customary shorter expression eE. Note that eo = exp (0)  = 1, 
by (1)' 

Theorem 
I 

(a)  For every complex z we have e" 0 .  
(b) exp i s  its own derivative: exp' ( z )  = exp (2) .  

(c) The restriction of exp to the real axis is a monotonically increasing 
positive function, and 



2 Real and complex analysis 

(d) There exists a positive number .A such that ent2 = i and such that 
eZ = 1 if and only if zl(2xi) is an integer. 

(e) exp is a periodic function, with period 2ri. 
(f) The mapping t -, eif m a p s  the red axis onto the unit circle. 
(g) If w i s  a complex number a d  w # 0, then w = # for some z. 

PROOF By (2), eE . e-a = eP* = e0 = 1. This implies (a). Next, 

exp'(2) = lim exp (z + h) - exp (2) exp (h) - 1 
h 

= exp (2) lim 
b+o b+o h 

= exp (2). 

The first of the above equalities is a matter of definition, the second 
follows from (2), and the third from (1)' and (b) is proved. 

That exp is monotonically increasing on the popitive real axis, and 
that ex -+ as x -, m , is clear from (1). The other assertions of (c) 
me consequences of e2 rz = 1. 

For any real number t, (1) shows that 6 is the complex conjugate 
of eit. Thus 

(3) lei t l-1 (treal). 

In  other words, if t is real, ea lies on the unit circle. We define cos I, 
sin t to be the real and imaginary parts of eit: 

(4) cos t = Re [eit], sin t = Im [eit] (t real). 

If we differentiate both sides of Euler's identity 

(5 )  ,it , cos t + i sin I, 

which is equivalent to (4), and if we apply (b), we obtain 

cos' t + i sin' t = ie" = - sin t + i cos 1, 
so that 

(6) COS' = - sin, sin' = cos. 

The power series (1) yields the representation 

Take t = 2. The terms of the series (7) then decrease in absolute 
value (except for the first one) and their signs alternate. Hence 
cos 2 is less than the sum of the first three terms of (7), with t = 2; 
thus cos 2 < -+. Since cos 0 = 1 and cos is a continuous real func- 
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tion on the real axis, we conclude that there is a smallest positive 
number to for which cos to = 0. We define 

It follows from (3) and (5) that sin to = f 1. Since 

sin' ( t )  = cos t > 0 

on the segment (O,to) and since sin O = 0, we have sin to > 0, hence 
sin to  = 1, and therefore 

It follows that e ~ i  = i% = - 1, e2ri = (- = 1, and then e2r1n = 1 
for every integer n. Also, (e)  follows immediately: 

If z = z + iy, z and y real, then e" ee"e*; hence lecl = eZ. If 
ea = 1, we therefore must have e~ = 1, so that x = 0 ;  to prove that 
y/2r must be an integer, it is enough to show that eiu # 1 if 
0 < a, < 2r ,  by (10). 

Suppose 0 < y < 2r, and 

(11) e i ~ ~ 4  = u + w (U and v real). 

Since 0 < y/4  < r / 2 ,  we have u > 0 and v > 0. Also 

The right side of (12) is real only if u2 - v2; since u2 + v2 = 1, this 
happens only when u2 = v2 = 3, and then (12) shows that 

This completes the proof of (d). 
We already know that t 4 eit maps the real axis into the unit circle. 

To prove (f), fix w so that Iwl = 1 ; we shall show that w = e" for 
some real 1. Write w = u + iv ,  u and v real, and suppose first that 
u 2 0 and v 2 0. Since u < 1,  the definition of r shows that there 
exists a 1, 0 2 t _< r / 2 ,  such that cos t = u; then sin" = 1 - u2 = v2, 
and since sin t 2 0 if 0 5 1 r / 2 ,  we have sin t = v.  Thus w = ed. 

If u < 0 and v 2 0, the preceding conditions are satisfied by -iw. 
Hence -iw = e" for some real t ,  and w = ei(t+r'2). Finally, if v < 0, 
the preceding two cases show that -w = eit for some real 1, hence 
w = ei( t+r)  . This completes the proof of (n. 

If w # 0 ,  put a = w/]w] .  Then w = Iwla. By (c ) ,  there is a 
red x such that jwj = P. Since (a( = 1, ( f )  shows that a = eiv for 
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some real y. Hence w = e"tiw. This proves (g) and completes the 
theorem. 

We t hall encounter the integral of (1 + x2)-l over the real line. To 
evaluate it, put cp(t) = sin t/cos t in (-'~/2,x/2). By (6), (p' = 1 + cp2. 
Hence p is a monotonically increasing mapping of (-a/2,'~/2) onto 
(- ao ,m), and we obtain 



Abstract Integration 

Toward the end of the nineteenth century i t  became clear to many 
mathematicians that the Riemann integral (about which one learns in 
calculus courses) should be replaced by aome other type of integral, more 
general and more flexible, better suited for dealing with limit processes. 
Among the attempts made in this direction, the most notable ones were 
due to Jordan, Borel, W. H. Young, and Lebesgue. I t  was Lebesgue's 
construction which turned out to be the most successful. 

In  brief outline, here is the main idea: The Riemann integral of a func-. 
tion f over an interval [a$] can be approximated by aums of the form 

where El, . . . , Em are disjoint intervals whose union is [a$], m(Ei) 
denotes the length of Ei, and ti a Ei for n = 1, . . . , n. Lebesgue dis- 
covered that a completely satisfactory theory of integration reaults if the 
sets El in the above sum are allowed to belong to a larger class of subsets 
of the line, the so-called "me&surable sets," and if the class of functions 
under consideration is enlarged to what he called "measurable functions.'' 
The crucial set-theoretic properties involved are the following: The union 
and the intersection of any countable family of measurable sets are 
measurable; so is the complement of every measurable set; and, most 
important, the notion of "length" (now called "measure") can be extended 
to them in such a way that 

for every countable collection {Ei] of painvie &joint measurable sets. 
This property of m is called countable uddilivity. 

The passage from Riemann's theory of integration to that of Lebesgue 
is a process of completion (in a sense which will appear more precisely 
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6 Real and complex analysis 

later). It is of the same fundamental importance in analysis as is the 
construction of the red number system from the rationals. 

The above-mentioned measure rn is of course intimately related to the 
geometry of the real line. In this chapter we shall present an abstract 
(axiomatic) version of the Lebesgue integral, relative to any countably 
additive measure on any set. (The precise definitiong follow.) This 
abstract theory is not in any way more difficult than the special case of 
the real line; it shows that a large part of integration theory is independ- 
ent of any geometry (or topology) of the underIyitig space; and, of course, 
it gives us a tool of nluch wider applicability. The existence of a large 
class of nleasures, among them that of Lebesgue, will be established in 
Chap. 2. 

Set-theoretic Nota t ions  and Terminology 

1.1 Some sets can be described by listing their members. Thus 
(XI, . . . ,x,} is the set whose members are XI, . . . , x,; and (xi is the 
set whose only member is x. More often, sets are described by proper- 
ties. We write 

fx :  P }  

for the set of all elenlerlts x which have the property P. The symbol 
denotes the elnpty set. The words collection, jarnilg, and class will be 
used synonymously with set. 

We write x E A if x is a mei~iber of the set A ;  otherwise x $ A .  If B 
is a subset of A ,  i.e., if x E B inlplies X E  A, we write B C A. If B C A 
and A C B, then A = B. If B C A  and A  # B, B is a proper subset of 
A. Note that @ C A  for every set A. 

A u B and A n B are the union and intersection of A and B, respec- 
tively. If ( A ,  1 is a collection of sets, where a runs through some index 
set I, we write 

U Aa and A, 
&I arI 

for the union and intersection of f A,) : 

U A, = (x: x e  A, foratleastone ~ E I )  
at1 

n A, = fx :  X E A ,  for eve ryae I ) .  
as1 

If 1 is the set of all positive integers, the customary notations are 

Q 

; A ,  and n A,. 
n = l  n = l  
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If no two members of (A, J have an element in common, then { A, ) is a 
di8joint collection of sets. 

We write A - B = (x: x e A, x # B } ,  and denote the complement of A  
by Aa whenever it is clear from the context with respect to which larger 
set the complement is taken. 

The cartesicrn product A1 X X A,  of the sets Al,  . . . , A, is the 
set of all ordered n-tuples (al, . . . ,a,) where ai r A* for 1 = 1, . . . , n. 

The real line (or real number system) is R1, and 

Rk = R1 X - X Rl (k factors). 

The atended real number system is R1 with two symbols, a and - , 
adjoined, and with the obvious ordering. If - a 5 a < b 2 m, the 
interval [a$] and the segment (a,b) are defined to be 

We also write 

[a,b) = fx:a 5 x < b),  (a,b] = (x:a < x I b) .  

If E C [- m , a] and E # @, the least upper bound (supremum) and 
greatest lower bound (infimum) of E exist in [- a ~ ,  a] and are denoted 
by sup E and i d  E. 

Sometimes (but only when sup E e E )  we write max E for aup E. 
The symbol 

f : X +  Y 

means that f is a function (or mapping or transfomccstim) of the set X into 
the set Y ;  i.e., f assigns to each z e X an element f(x) e Y .  If A  C X and 
B C Y ,  the image of A and the inverse image (or pre-image) of B are 

f(A) = {y: y = f(x) for some x r A } ,  

Note that f-l(B) may be empty although B  # @. 
The domain of f is X. The range off is f(X). 
If f(X) = Y, f is said to map X onto Y. 
We write f-'(y), instead of f-l( { y ) ), for every y e Y. Iff '(9) consists 

of at most one point, for each y & Y, f is said to be m-tu-om. If f is one- 
t o ~ n e ,  then f-= is a function with domain f ( X )  and range X. 

Iff: X + [- a, m ]  and E C X, it is customary to write sup f(x) rather 
zeB 

tllfm supf (El- 
If f:  X -, Y and g: Y -+ 2, the composite function g 0 f :  X + 2 is 

defined by the formula 
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The Concept of Measurability 

The class of measurable functions plays a fundamental role in integra- 
tion theory. It has some basic properties in common with another most 
important class of functions, namely, the continuous ones. It is helpful 
to keep these similarities in mind. Our presentation is therefore organ- 
ised in such a way that the analogies between the concepts topological 
space, open set, and continuous junction, on the one hand, and measurable 
apace, measurabk set, and measurable junction, on the other, are strongly 
emphasized. It seems that the relations between these concepts emerge 
most clearly when the setting is quite abstract, and this (rather than a 
desire for mere generality) motivates our approach to the subject. 

1.2 Definition 

(a) A collection T of subsets of a set X is said to be a topology in X if T 

has the following three properties: . 

(i) @ & T  and X & T .  
(ii) If V i c r f o r i  = 1, . . . , n , t h e n V ~ n  Vzn . ~ V , , & T .  
(iii) If f V ,  J is an arbitrary collection of members of 7 (finite, 

countable, or uncountable), then U V, E 7. 
a 

(b) If T is a topology in X, then X is called a topological space, and 
the members of T are called the open sets in X. 

(c) If X and Y are topological spaces and if f is a mapping of X 
into Y, then f is said to be ccmtinuous provided that f-'(V) is an 
open set in X for every open set V in Y. 

1.3 Definition 

(a) A collection rn of subsets of a set X is said to be a a-algebra in X 
if rn has the following three properties: 

(i) X r nt. 
(ii) If A r 'Jn, then AC E 32, where Ac is the complement of A 

relative to X. 
(9 

(iii) If A = U A, and if A , e m  for n = 1, 2, 3, . . . , 
nel . 

then A E m. 
(b) If 3n is a o-algebra in X, then X is called a measwable space, and 

the members of 317. are called the measurable sets in X. 
(c) If X is a measurable space, Y is a topological space, and f is a 

mapping of X into Y, then f is said to be measurable provided 
that f-l(V) is a measurable set in X for every open set V in Y .  
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It would perhaps be more satisfactory to apply the term "measurable 
space" fo the ordered pair (X,m), rather than to X. After all, X is a 
set, and X has not been changed in any way by the fact that we now also 
have a U-algebra of its subsets in mind. Similarly, a topological space is 
an ordered pair (X,T). But if this sort of thing were systematically done 
in all mathematics, the terminology would become awfully cumbersome. 
We shall discuss this again at somewhat greater length in Sec. 1.21. 

1.4 Comments on Definition 1.2 The most familiar topological spaces 
are themetric t~paces. We shall assume some familiarity with metric spaces 
but shall give the basic definitions, for the sake of completeness. 

A metric space is a set X in which a distance function (or metric) p is 
defined, with the following properties: 

(a) 0 5 p(z,y) < oo for all x and y EX. 
(b) p(x,y) = 0 if and only if x = y. 
(c) p(x,y) = p(y,x) for all x and y & X. 
(d)  p(~,y) 5 P(X,Z) + P(z,~/) for all x, V, and z & X- 

Property (d) is called the triangle inequality. 
If z & X and r 2 0, the open ball with center at  x and radius r is the set 

( Y  & X: P(X,Y) < r J  
If X is a metric space and if T is the collection of all sets E C X which 

are arbitrary unions of open balls, then T is a topology in X. This is not 
hard to verify; the intersection property depends on the fact that if 
x a BI n Bz, where B1 and B2 are open balls, then x is the center of an open 
ball B C BI n B2. We leave this as an exercise. 

For instance, in the real line R1 a set is open if and only if i t  is a union 
of open segments (a,b). In  the plane R2, the open sets are those which 
are unions of open circular discs. 

Another topological space, which we shall encounter frequently, is the 
extended real line [- QO,  m]; its topology is defined by declaring the follow- 
ing sets to be open: (a,b), [- a ,a), (a, a], and any union of segments of 
this type. 

The definition of continuity given in Sec. 1.2(c) is a global one. Fre- 
quently it is desirable to define continuity locally: A mapping f of X into 
Y is said to be continurn at the point xo E X if to every neighborhood V of 
~ ( x o )  there corresponds a neighborhood W of xo such that f ( ~ )  C V. 

(A net@borhood of a point x is, by definition, an open set which contains 
x*) 

For metric spaces, this local definition is of course the same as the 
usual epsilon-delta definition. 

The following easy proposition relates the two definitions of continuity 
in the expected manner: 
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1.5 Proposition Let X and Y be topological spaces. A mapping f of X 
into Y is continuous if and only iff iS continuous at every point of X. 

PROOF If f is continuous and $0 r X, then f-'(V) is a neighborhood 
of xo, for every neighborhood V of f(x0). Since f(f-'(V)) C V, if 
follows that f is continuous a t  xo. 

I f f  is continuous at every point of X and if V is open in Y, every 
point x ef-'(V) has a neighborhood W, such that  f(W,) C V. 
Hence W ,  Cf-'(V). I t  follows that f-'(V) is the union of the open 
sets W,, so f-'(V) is itself open. Thus f is continuous. 

1.6 Comments on Definition 1.3 Let 3n be a a-algebra in a set X. 
Referring to  Properties (i) t o  (iii) of Definition 1.3(a), we immediately 
derive the following: 

(a) Since @ = Xe, (i) and (ii) imply that @ r m. 
(b) Taking A,+J = = - . = @ in (iii), we see that  Al  u As u 

. . . u A n r 3 n i f A i r m f o r i =  1, , . . , n .  

(c) Since 
Q 

A n  = ( U Ano); 
n = l  n = l  

m is closed under the formation of countable (and dso finite) 
intersections. 

(d) Since A - B = Bc n A,  we have A - B E m if A r 3n and B r m. 

The prefix a refers to the fact that  (iii) is required to  hold for all count- 
able unions of members of nt. If (iii) is required for finite unions only, 
then m is called an algebra of sets. 

1.7 Theorem Let Y and Z be topological spaces, and let g: Y + Z be 
continuous. 

(a) If X is a topological space, if f: X -+ Y is continuous, and if 
h = g 0 f, then h: X + Z is continuous, 

(b) If X is a measurable space, if f: X -+ Y is  measurable, and if 
h = g 0 f, then h: X + Z is meawrable. 

Stated informally, continuous functions of continuous functions are 
continuous; continuous functions of measurable functions are measurable. 

PROOF If V is open in Z, then g-'(V) is open in Y, and 

Iff  is continuous, i t  follows that  h-l(V) is open, proving (a). 
Iff is measurable, it follows that  h-'(V) is measurable, proving (b). 
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1.8 Theorem Let u and v be red meamrabb funclions on a m e m r a b b  
space X ,  let 9 be a continuous mapp ing  of the plane into a topoZugical space 
Y ,  and define 

h(x) = +(u(x),v(x)) 

Jor z r X .  Then h: X -+ Y is measurable. 

PROOF Put f (2 )  = (u(x),v(x)). Then f maps X into the plane. 
Since h = 9 of ,  Theorem 1.7 shows that it is enough to prove the 
measurability off. 

If R is any open rectangle in the plane, with sides pardlel to the 
axes, then R is the cartesian product of two segments I l  and I z ,  and 

which is measurable, by our assumption on u and v. Every open set ? 

V in the plane is a countable union of such rectangles R,, and since 

f d l (V )  = f ' ( , U  Ri) = U fd1(R<), 
r e 1  i=l 

f-l(V) is measurable. 

1.9 Let X be a measurable space. The following propositions are 
corollaries of Theorems 1.7 and 1.8: 

(a) I f f  = u + iv, where u and v are real memrable functions on X ,  
then f i s  a complex measurable function on X .  

This follows from Theorem 1.8, with @(z) = z. 
(b) I f f  = u + w is a complex measurable function on X ,  then u, v, and 

If 1 are red measurable functions on X.  
This follows from Theorem 1.7, with g(z) = Re (z) ,  Im (z) ,  

and 121. 

(c) I f f  and g are complex measurable functions on X ,  then so are f + g 
and f9, 

For real f and g this follows from Theorem 1.8, with 

and 9(s,t) = st. The complex ca..e then follows from (a)  and (6). 
(d)  I f  E i s  a measzcrable set in X and i f  

then XB i s  a maszcd le  function. 
This is obvious. We call X B  the characteristic function of the 

set E. The letter x will be reserved for characteristic functions 
throughout this book. 
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(e) If f f a a p k x  maaurabk fundion un X, there i s  a complex 
mmurabk f u w t h  o on X arch thal la1 - 1 and f = olfl. 

Pmoa Let E = (x: f (x) = 0), let Y be the complex plane with the 
origin removed, define ~ ( z )  - z/lzl for z E Y, and put 

If x r E, u (x) = 1 ; if x # 1, o(x) = f (x)/lf(x) 1. Since q is continuous 
on Y and since E is measurable (why?), the measurability of a! follows 
from (c), (4, and Theorem 1.7. 

We now show that udgebras exist m great profusion. 

1.10 Theorem If S is any colkc th  of subsels of X, there &sls a sl?atzlbst 
u-aEgebra 3n* in X such that 5 C m*. 

This m *  is sometimes called the u-algebra generated by S. 

pmoa Let Q be the family of aJl u-algebras m in X which wntain 
5. Since the wllection of all subets of X is such a a-algebm, Q is 
not empty. Let m* be the intersection of a 1  m r a. It is clear 
that 5 C m *  and that m *  lies in every u-algebra in X which contains 
5. To complete the proof, we have to show that m *  is itself a 
u-alge bra. 

If A , e ~ m * f o r n = l , 2 ,  3 , .  . . ? a n d i f m ~ Q , t h e n A , r S n , s o  
UA, e m, since 3ll is a u-algebra. Since UA, e 312 for wepy Em E Q, 
we conclude that UA, E Sn*. The other two defining properties of a 
u-algebra are verified in the same manner. 

1.11 Borel Sets Let X be a topological space. By Theorem 1 .lo, there 
exists a smallest U-dgebra @it in X such that every open set in X belongs 
to a. The members of a are cdled the Borel sets of X. 

In particular, closed sets are Borel sets (being, by definition, the 
compIements of open sets), and so are all countable unions of closed sets 
and all countable intersections of open sets. These last two are cdled 
F,'s and Ga's, respectively, and play a considerable role. The notation 
is due to Hausdorff. The letters F and G were used for closed and open 
sets, respectively, and u refers to union (Summe), 6 to intersection 
(Durchschnitt). For example, every haif-open intewd [a,b) is a Ga ' a d  
an F, in R1. 

Since a is a U-algebra, we may now regard X as a measurable space, 
with the Borel sets playing the role of the measurable sets; more con- 
cisely, we consider the measurable space (X,a). If f :  X ---+ Y Is a con- 
tinuous mapping of X, where Y k any topological space, then it is evident 
from the definitions that f-l(V) r a for every open set V in Y. In other 
words, every continuow mapping of X is B m l  mecururdb. 



If Y is the r ed  line m the compIex plane, the Bord measurable mappings 
will be d e d  Borel ftmdmu~. 

1.32 Theorem Suppose 3t is a cr-algebra h X and Y i s  a topological Wace. 
Let f mcrp X into Y. 

(a) I f  9 i s  the collection of all sets E C Y such that f ' (E)  E m, them 
9 is a u-aEgebra in Y. 

(b) I f f  is measurable and E is a Bore1 set in Y, then fel(E) E 3t. 
(c) If  Y = [-a,=] and f - l ( ( a , w ] ) ~ 3 t  for wery red a, then f is 

memurabb. 
< 

PROOF (a)  follows from the relations 

To prove (b), let 0 be aa in (a) ; the measurability of f implies tbat 
9 contains d l  open sets in Y, and since 0 is a u-algebra, 9 contains d l  
Borel sets in Y. 

To prove (c), let 0 be the collection of all E C [ - -, - ] such -that 
f-l(E) E m. Since 0 is a u-algebra in [- a, a], and since (a, a] E 0 
for all real a, the same is true of the sets 

and (a,@) = I- ,B) n (a, do I, 
Since every open set in [- a, a] is a countable union of segmenb of 
the above types, contains every open set, so f is measurable. 

1.13 Definition Let fan]  be a sequence in [- a, a], and put 

(1) bk = sup (ak,ak+~,ak+a, . . .] (k = 1, 2, 3, . . .) 
and 

(2) B = inf {bi,ba,bo, . . . I .  
We call 6 the upper l i d  of { k I ,  and write 

B = lim sup a,,. 
- 0  

The following propertierr are easily verified: First, bl 2 b2 2 bs 2 I 

so that bk -+ p as k -+ a ; secondly, there is a subsequence {a,, ] of {a,  ] 
such that a,,, -+ p as i -+ a, and 19 is the largest number with this property. 
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The lower limit is defined analogously: simply interchange sup and inf 
in (1)  and (2). Note that 

lim infa, = - limsup (-a,). 
*ID *- 

I f  { a,) converges, then evidently 

lirn sup a,, = lim inf a, = lim a,. 
1H- -- w-  

Suppose Ifn) is a sequence of extended-reaJ functions on a set X. 
Then sup f ,  and lim sup f ,  are the functions defined on X by 

R 

(7) (lim mlp fn) (z)  = lim sup Um(z)). -- w- 

If 

the limit being assumed to exist at every x r X ,  then we call f the point- 
tube limit of the sequence { f,). 

1.14 Theorem Iff,,: X -+ [- a, a] i s  measurable, for n = 1,2, 3, . . . , 
and 

g = s u ~ f n ,  h = lim sup f,, 
nrl ~ H W  

th,en g and h are ?neam&ble. 

0 

PROOF rl((g a J) = U f , - l ((a,~o]).  Hence Theorem 1.12(c) im- 
n=l 

plies that g is measurable. The same result holds of course with inf 
in place of sup, and since 

h = inf (sup f i] ,  
k21 c 2 k  

it follows that h is measurable. 

(a)  The limit of y pointiaise cowergent sequence of complex measur- 
abb fmctions b measurcrble. 

(b) If f and g are measurable (wfth range i t  [ - , I), then 80 are 
max { f i g  ) and min { f ?g 1. I n  particular, this i s  trme of h fuolctims 

f+ = max ( f , O )  and f- = - min ( f , O ) .  
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1.15 The above functions f+ and f- are called the positive and negative 
parts off. We have 1 f 1 = f+ + f-and f = f+ - f-, a standard represents 
tion of f as a difference of two nonnegative functions, with a certain 
minimum property : 

.Proposition Iff = g - h, g 2 0, and h 2 0, then f+ 5 g and f- 5 h. 

PROOF f 5 g and 0 < g clearly implies max {f,OJ 5 g. 

Simple Functions 

1.16 Definition A function s on a measurable space X whose range con- 
sists of only finitely many points in [0, a )  will be called a simple junction. . 

(Sometimes it is convenient to call any function with finite range 
simple. The above situation is, however, the one we shall be m d y  
interested in. Note that we explicitly exclude a from the values of a 
simple function.) 

If al, . . . , a, are the distinct values of a simple function s, and if 
Ai = { x : s (x) = ai f , then clearly 

where X A ~  is the characteristic function of A<, as defined in Sec. 1.9(d). 
I t  is also clear that s is measurable if and only if each of the sets A; is 

measurable. 

1.17 Theorem Let f: X + LO, a] be measurabte. There exist simple mas- 
urable functions s, m X such that 

(a) 0 5 8 1 5 8 ~ 5  * * -  Sf. 
(b) sn(x) + f(x) us n + m, for every x r X. 

PROOF For n = 1, 2,3, . . . , and for 1 5 i n2%, define 

and F, ,=fl(h,a])  
2" 

and put 

Theorem 1.12(b) shows that Em,i and F, are measurable sets. It is 
easily seen that the functions (2) satisfy (a). If z is such that 
f(x) < a, then s,(x) 2 f(x) - 2-n as soon as n is large enough; if 
f (x) = a,  then s,(x) = n ; this proves (b). 
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It should be observed that the preceding construction yields a uniformly 
convergent sequence fs,] iff is bounded. 

Elementary Propertiee of Measures 

1.18 Definition 

(a) A positwe measure is a function p, defined on a u-algebra nt, whose 
range is in [O, a] and which is countably &itwe. This means 
that if {A*] is a disjoint countable collection of members of nt, 
then 

0 0 - - 

To avoid trivialities, we shall also assume that p ( A )  < 00 for at 
least. one A r 3n. 

(b) A mewre  space is a measurable space which has a positive meas- 
ure defined on the u-algebra'of its measurable sets. 

(c) A eoonplez measure is a complex-valued countably additive func- 
tion defined on a u-algebra. 

Note: What we have called a positive measure is frequently just called 
a m w r e ;  we add the word "positive" for emphasis. If p(E) = 0 for 
every E E m, then p is a positive measure, by our definition. The value 
00 is admissible for a positive measure; but when we talk of a complex 
measure p, it isr understood that p(E) is a complex number, for every 
E E 3n. The red measures form a subclass of the complex ones, of course. 

1.19 Theorem h t  p be a positive measure on a u-dgebra 3K. Then 

(a) r(%) = 0. 
(b) ~ ( A I u  . - . uA,) = p(A1) + . . . + p(An) if AI ,  . . , Am 

are pairwise disjoint membws of 3n. 
(c) A C B implies p(A) 5 p(B) i f  A r 312., B E 333. 

0 

(4 p(An) + p(A) US 9 2 -  a i f  A = U A,, A, E nt, and 
n = 1 

0 

(e) p(A,) -, p(A) as n + if A = fl An, A, E 311, 
n = l  

and p(A  1) is finite. 
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As the proof will show, these properties, with the exception of (c), also 
hold for complex measurn; (b) is called finite additiuity; (c) is cded 
monohicity.  

PROOF 

(a) Take A r so that g(A) < 00, and take A1 = A and 
A z  = As = * = @ in 1.18(1). 

(b) Take A,+l = A,+* = = @ in 1.18(1), 
(c) Since B = A u (B - A) and A n (B - A) = @, (b) gives 

= + - A) 2 ~(4.  I 

(d) Put BI = Al,B, = A, - A,-lforn = 2, 3, 4, . . . . Then 
B,gnt, B i n B j = @  if i # j ,  A n = B l u  uB,, and 

Q 

A = U Bi. Hence 
i =  1 

dA.1 = p(Bi) and p(A) = Z p(BI). 
i = l  i= 1 

Now (ti) follows, by the definition of the sum of an infinite 
series. 

(e) Put C, = A l -  A,. Then C l C C z C C s  C 2 

A1 - A = UC,, and so (d) shows that 

g(A1) - p(A) = p(Al - A) = lim p(Cn) = p(A1) - lim p(Am),). 
W Q  W Q  

Thia implies (e). 

1.20 Examples The construction of interesting measure spaces requires 
some labor, as we shall see. However, a few simple-minded examples can 
be given immediately: 

(a) For any E C X, where X is any set, define p(E) = 00 if E is an 
infinite set, and let p(E) be the number of points in E if E is 
finite. This p is called the counting measure on X. 

(b)  Fix xo E X, define p(E) = 1 if zo E E and p(E) = 0 if xo p! E, for 
any E C X. This p may be called the unit mass concentrated 
a t  so. 

(c) Let p be the counting measure on the set (1,2,3, . . . I ,  let 
A, = (n,n + l , n + 2 ,  . . .). ThennA, = @butp(A,) = -SO 

for n = 1, 2, 3, . . . . This shows that the hypothesis 

is not superfluous in Theorem 1.19(e). 



18 Real and complex analyde 

1.21 A Comment on Terminology One frequently sees measure spaces 
referred to as "ordered triples" (X, nt,p) where X is a set, 3n is a U-algebra 
in X, and p is a measure defined on nt. Similarly, measurable spaces 
are "ordered pairs" (X,%t). This is logically all right, and often con- 
venient, though somewhat redundant. For instance, in (X,m) the set 
X is merely the largest member of nt, so if we know %t we also know X. 
Similarly, every measure has a u-algebra for its domain, by definition, so 
if we know a measure p we also know the a-algebra ~I?Z on which is defined 
and we know the set X in which 3n is a u-algebra. 

It is therefore perfectly legitimate to use expressions like "Let p be a 
measure" or, if we wish to emphasize the V-algebra or the set in question, 
to say "Let p be a measure on Zm" or "Let p be a measure on X.'' 

What is logically rather meaningless but customary (and we shall often 
follow mathematical custom rather than logic) is to say '(Let X be a 
measure space"; the emphasis should not be on the set, but on the meas- 
ure. Of course, when this wording is used, it is tacitly understood that 
there is a measure defined on some u-algebra in X and that it is this 
measure which is really under discussion. 

Similarly, a topological space is an ordered pair (X,T)) where T is a 
topology in the set X, and the significant data are contained in T, not in X, 
but "the topological space X" is what one talks about. 

This sort of tacit convention is used throughout mathematics. Most 
mathemat.ica1 systems are sets with some class of distinguished subsets 
or some binary operations or some relations (which are required to have 
certain properties), and one can list these and then describe the system 
as an ordered pair, triple, etc., depending on what is needed. For 
instance, the real line may be described as a quadruple (RL,+;, <), 
where +, *, and < satisfy the axioms of a complete archimedean ordered 
field. But it h a safe bet that very few mathematicians khink of the real 
field as an  ordered quadruple. ! 

Arithmetic in [0, a ] 
1.22 Throughout integration theory, one inevitably encounters =Q. One 
reason is that one wants to be able to integrate over sets of infinite 
measure; after all, the real line has infinite length. Another reason is 
that even if one is primarily interested in real-valued functions, the 
lim sup of a sequence of positive real functions or the sum of a sequence 
of positive real functions may we11 be at  some points, and much of the 
elegance of theorems like 1.26 and 1.27 would be lost if one had to make 
some special provisions whenever this occurs. 

Letusdefinea+ a = - + a  = m i f O < a s  m,and 

sums and products of real numbers are of course defined in the usual way. 
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It may seem strange to define 0 - * = 0 .  However, one verifies with- 
oat difficulty that  with this definition the contjnutative, associative, and 
distributive laws hold in [0, m ]  without any restriction. 

The cancellation laws have to be treated with some care: a + b = a + c 
implies b = c only when a < m, and ab = ac implies b = c only when 
O < a <  00.  

.I 

Observe that  the following useful propositioxi holds: 

I f O s a ~ < a . ~ <  - - . ,  O < b l < b z <  - +  - , a ,  + a,  and b, -, b, 
then a,b, + ab. 

If we combine this with Theorems 1.17 and 1.14, we see that  s7tlns and 
p~oducts of nzeasurable functions into [0, a ] are measzlrable. 

Integration of Positive Functions 

I n  this sechion, will be a a-algebra in a set X and p will be a positive 
measure on 3n. 

1.23 Definition If s is a measurable simple functioil on X, of the form 

where al, . . . , a, are the dist ilict values of s (compare Defirlition 1.16), 
and if E E m, we define 

The convention O . m = 0 is used here; it nxty happel1 that  ai = 0 for 
some i nild that  p(Ai  n E) = w .  

I f f :  X -+ [0, a] is measuxqable, and E E 371, we define 

the supremum beit~g taken over all simple n~casurnblc functiorls s such 
that 0 5 s < f. 

The left nlenlber of (3) is called the Lebesg ue integral of f over E, n7it.h 
respect to the measure p. It. is ;I nulnher ill [0 ,  x 1. 

Observe that we appareiltly have two definitioxts for JE f dp if f is 
simple, namely, (2) and (3). However, thew assign the same value to 
the integral, since f is, in this case, the largest of the fulictions s which 
occur on the right of (3). 

- 
1.24 The following propositions are iinmediate consequeilces of the defi- 
nitions. The functions and set.s occurririg ixi them are assumed to be 
measurable : 
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(a) I f  0 s f  5 8, then $s f  dp 5 $ E B ~ P .  

(b) I f  A C a d f  2 0, then J A ~  d~ 5 $ ~ f  dp. 
(c)  I f f  2 0 and c is a wnstant, 0 5 c < a, then 

(d )  I f  f ( x )  = 0 for all x a E, then $ ~ f  d p  = 0, even i fp (E)  = a. 
(e) I f  p ( E )  = 0, then $ s f  dp = 0, even i f  f (x) = 00 for everg x E E. 
df) I f f  2 0, then $s f  d p  = J x  X E ~  dp. 

This laref result shows that. we could have restricted our definition of 
integration to integrds over all of X, without losing m y  generality. If 
we wanted to integrate over subsets, we could then use Cf) as the defini- 
tion. It is purely a matter of taste which definition is preferred. 

One may also remark here that every measurable subset E of a measure 
space X is again a measurn 'space, in a perfectly natural way; The new 
measurable sefs are simply those measurable subsets of X which lie in E, 
and the measure is unchanged, except that its domain is restricted. This 
shows again that as soon rts we have integration defined over every 
measure space, we automatically have it defined over every m w r a b l e  
subset of every measure space. 

1.25 Propmition Let s und t be masurable simple functions on X. For 
E a m, define 

Then 9 is a meamre on m. Also 

(This proposition contains p r o v i ~ o n d  forms of Theorems 1.27 and 1.29.) 

PROOP If e is as in Definition 1.23, and if El, E*, . . . are disjoint 
members of m whose union is E, the countable additivity of p shows 
thctt 

&, ~(0) * 0, so that p is not identically a. 
N&, let s be as befom, let Bs . . . , A be the distinct values of 
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t, andlet Bj = ( x : ~ ( x )  = P i ] .  If Ei, = AinBj ,  then 

and / s d p  + / t d p  = aip(Eij) + B,lr(Eij)m 
Eij Eij 

d 

Thus (2)  holds with Eii in place of X. Since X is the disjoint union 
of the sets Eij (1  5 i j n, 1 5 j < m ) ,  the first half of our proposi- 
tion implies that (2)  holds. 

We now come to the interesting part of the theory. One of its most 
remarkable features is the ease with which it bandles limit operations. 

1.26 Lebesgue's Monotone Convergence Theorem Let ( f , )  be a sequence 
of measurable functions on X and suppose that 

(a)  0 I f d x )  l f d x )  j I a, for every x E X ,  
(b) f'(x) -+ f ( x )  as n + a,, for every x E X .  

Then f is  measurable, and 

PROOF Since s f ,  < $f,+l, there exists an a E [0, a] such that 

j.Ja dp + a a s n -  a,. 

By Theorem 1.14, f is measurable. Since f, 5 f, we have I f , ,  5 Sf 
for every n, so (1)  implies 

Let s be any simple measurable function such that 0 5 s 5 f, let 
c be a constant, 0 < c < 1, and define 

Each E,  is measurable, El C Et C: E3 C . , and X = U En. 
For if f ( x )  = 0, then x E E l ;  and if f (x)  > 0 ,  then cs(x) < f (x ) ,  since 
c < 1;  hence x E En for some n. Also 

Let n -+ a, applying Proposition 1.25 and Theorem 1.19 (d)  to the 
last integral in (4). The result is 
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Since (5) holds for every c < I, we have 

for every simple measurable a satisfying 0 5 s 5 f, so that 

The theorem follows from (I), (2), and (7). 

1.27 Theorem If fn: X -, [0, CQ ] i 8  meam~abk, for n = 1, 2,3, . . . , a d  

(1) 

then 

(2) 

moor First, there are sequences {a: 1, (sl'] of simple measurable 
functions such that si+  fl and sit+ f2, as in Theorem 1.17. If 
8i = a: + &if, then a, + fl + fi, and the monotone convergence the- 
orem, combined with Proposition 1.25, shows that 

Next, put g~ = fl + - f f'. The sequence { g ~ ]  converges 
monotonically to f, and if we apply induction to (3) we see that 

Applying the monotone convergence theorem once more, we obtain 
(.2), and the proof is complete. 

If we let p  be the counting measure on a countable set, Theorem 1.27 
is a statement about double series of nonnegativ&real numbers (which 
can of course be proved by elementary means) : 

1.28 Fatou's Lemma If f,: X -, [0, a] is measurdk, for each positive 
integer n, then 

(1) (lim inf f.) d p  5 lim inf Ix fn d p *  
n-t w 
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Strict inequality can oocur in ( 1 ) ;  see Exerciae 2. 

PROOF hit 

Then gk fk, so that 

Also, 0 5 gl _< g9 5 , and gk is measurable, by Theorem 1.14, 
and gk(x) -+ lim inf f,(x) as 7c -+ , by Definition 1.13. The mono- 
tone convergence theorem therefore shows that the left side of ( 3 )  
tends to the left side of (I), as k --+ 00. Hence (1) follows from (3). 

1.29 Theorem Suppose f: X -+ [O, a] i s  measurable, and 

Then i 8  a measure on m, and 

for eveq meamruble g on X range in [0, a]. 

PROOF Let El,  Eg, E3, . . . be disjoint members of 'Jn whose 
union is E. Observe that 

and that 

It now follows from Theorem 1.27 that 

Since ~ ( 1 ( 2 0  = 0, (5)  proves that p is a measure. 
Next, ( 1 )  shows that (2 )  holds whenever g = x~ for some E s 

Hence ( 2 )  holds for every simple measurable function g, and the 
generd case follows from the monotone convergence theorem. 

Remark The secong assertion of Theorem 1.29 ia mrnetbes written ~II 

the form 

(0) do = f dp. 
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We assign no independent meaning to the symbols do and dp; (6) merely 
means that (2) holds for every measurable g 2 0. 

Theorem 1.29 has a very important converse, the Radon-Nikodym 
theorem, which will be proved in Chap. 6. 

Integration of Complex F u n c t i o n s  

As before, p will in this section be a positive measure on an arbitrary 
measurable space X. 

1.30 Definition We define L1(p) to be the collection of dl complex 
measurable functions f on X for which 

Note that the measurability off implies that of If 1, as we saw in Propo- 
sition 1.9(b) ; hence the above integral is defined. 

The members of are called Lebesgue integrable functions (with 
respect to p )  or summuble function8. The significance of the exponent 1 
will become clear in Chap. 3. 

1.31 Definition Iff  = u + iu,  where u and u are real measurable func- 
tions on X, and iff E Lf(p) ,  we define 

for every measurable set E. 
Here u+ and u- are the positive and negative parts of u, rts defined in 

Sec. 1.15; v+ and rr are similarly obtained from v .  These four functions 
are messurable, real, and nonnegative; hence the four integrals on the 
right of ( 1 )  exist, by Definition 1.23. Furthermore, we have u+ I lu 1 I 
] f 1, etc., so that each of these four integrals is finite. Thus (1) defines the 
integral on the left as a complex number. 

Occasionally it is desirable to  define the integral of a measurable func- 
tion f with range in [ -  a, a] to be 

provided that at least one of the integrals on the right of (2) is finite. 
The left side of (2) is then a number in [ - co, 1. 

1.32 Theorem Suppose f and g s Ll(p) and a and @ are complex numbers. 
Then af + Bg s L1 ( P I ,  and 
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PROOF The measurability of a f  + @g follows from Proposition 
1.9(c). By Sec. 1.24 and Theorem 1.27, 

= 1.1 l, If14 + 1/31 /, lsl dr < 
Thus a f  + /3g E L1(p).  

To prove ( I ) ,  it is clearly sufficient to prove 

and 

and the general case of (2) will follow if we prove (2) for real f  and 
g  in L1(r).  

Assuming this, and setting h = f  + g, we have 

(4) h + + f - + g -  = f + + g + + h - .  

By Theorem 1.27, 

and since each of these integrals is finite, we may transpose and 
obtain (2). 

That (3) holds if a 2 0 follows from Proposition 1.24(c). I t  is easy 
to verify that (3 ) holds if a = - 1, using relations like ( -u)+ = u-. 
The case a = i is also easy: Iff = u + iu, then 

Combining these cases with (2),  we obtain (3 )  %for any complex a. 

1.33 Theorem I f f  & L 1 ( p ) ,  then 

PROOF Put z = J x f  dp. Since z is a complex number, there is a 
complex number a ,  with la1 = 1, such that az = 121. Let u be the 
realpart of orf. Thenu 2 lafl  = IfI. Hence 
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The third of the above equalities holds since the preceding ones show 
that Jotf dp is real. 

We conclude this section with another important convergence theorem. 

1.34 Lebesgue's Dominated Convergence Theorem Suppose { f ,  ] is Q: 

sequence of complex measurable fumtim on X such that 

exisls fur eveq x a X .  If there is a function g a L 1 ( ~ )  such that 

and 

lim f* dp  = j dp- 
MI) 

PROOF Since I f 1  5 g and f is measurable, f a L 1 ( ~ ) .  Since Ifn - fl 
< 2g, Fatou's lemma applies to the functions 2g - If, - f (  and 
yields 

= /,2g t i p  - lim sup lf, - fl dp. 
n+ PO L 

\~ 
Since J2g dp is finite, we may subtract it and obtain 

(5)  am n+ sup PO 1, If. - f l  drr I 0. 

If a sequence of nonnegative real numbers fails to converge to 0, 
then its upper limit is positive. Thus (5)  implies (3). By Theorem 
1.33, applied to f,, - f ,  (3) implies (4). 

The Role Played by Sets of Measure Zero 

1.35 Definition Let P be a property which a point x may or may not 
have. For instance, P might be the property "f(x) > 0" i f f  is a given 
function, or it might be " { fn(x) 1 converges" if { fn j is a given sequence 
of functions. 
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If p is a measure on a u-algebra rrz; and if E z m, the statement "P 
holds almost everywhere on E" (abbreviated to "P holds a.e. on E") 
means that there exists an N E Fjn such that p(N) = 0, N C E, and P 
holds a t  every point of E - N .  This concept of a.e. depends of course 
very strongly on the given measure, and we shall write "a.e. h]" when- 
ever clarity requires that the measure be indicated. 

For example, if f and g are measurable functions and if 

we say that f = g a,e. b] on X, and we may write f - g. This is easily 
seen to be an equivalence relation. The transitivity ( f  - g and g - h 
implies f - h) is a consequence of the fact that the union of two sets of 
measure 0 has measure 0. 

Note that iff - g, then, for every E E m, 

To dee this, let N be the set which appears in (l);.then E is the union of 
the disjoint sets E - N and E n N; on E - N,  f - g,  and p(E n IV) = 0. 

Thus, generally speaking, sets of m e w r e  0 are negligible in integration. 
It ought to be true that every subset of a negligible set is negligible. But 
it may happen that some set N E 'Jn with p ( N )  = 0 has a subset E which 
is not a member of Sn. Of course we can define p(E) = 0 in this case. 
But will this extension of p still be a measure, i.e., will jt still be defined on 
a U-algebra? It is a pleasant fact that the answer is affirmative: 

1.36 Theorem Let (X,9IZ,p) be a measure space, let m *  be the collection 
ofaUE C Xforwhichthe7eexii3tsek A and B z m s u c h W  A C E C B 
and p(B - A) = 0, and define p(E) = p(A) in aii3 9itzcation. Then 
m* is a u-algebra, and p is a m e w r e  on m*.  

This extended measure p is called complete since all subsets of sets of 
measure 0 are now measurable; the U-algebra 'Jn'is cdled the p-completion 
of m .  The theorem says that every measure can be completed, so, 
whenever it is convenient, we may assume that any given measure is 
complete; this just gives us more measurable sets, hence more measurable 
functions. Most measures that one meets' in the ordinary course of 
events are already complete, but there are exceptions; one of these will 
occur in the proof of Fubini's theorem in Chap. 7. 

PROOF We verify the three defining properties of a U-algebra. 
(i) X % Sn, hence X z m*. (ii) If A C E C B, then Bc C E< Ac, 
and A'- gC = B -A. (iii) If As C Ei CBi, A = UA;, E = UEi, 
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and B = UBi, then A C E C B and 

BO that &(B - A) - 0 if p(B4 - Ai) = 0 for i = 1, 2, 3, . . . . 
Next, we check that p is well defined on 'Jn*. Suppose A C E C B, 

Al C E C B1, and p(B - A) = p(B1 - Al) = 0. Then 

so p(A - Al) = 0. Similarly, p(Al - A) = 0. Kence 

The countable additivity of p on %* is obvious. 

1.37 The fact that functions which are equal a.e. are indistinguishable 
as far as integration is concerned suggests that our definition of measura- 
ble function might profitably be enlarged. Let us call a function f 
defined on a set E e 311, measurable on X if p(Ec) = 0 and if f-'(V) n E is 
measurable for every open set V. If we define f(x) = 0 for x s Ec, we 
obtain a measurable function on X, in the old sense. If our measure 
happens to be complete, we can define f on EE in a perfectly arbitrary 
manner, and we still get a measurable function. The integral off over 
any set A s 'Jn is independent of the definition off on Ec; therefore this 
definition need not even be specified at all. 

There are many situations where this occurs naturally. For instance, 
a function f on the real line may be differentiable only almost everywhere 
(with respect to Lebesgue measure), but under certain conditions it is 
still true that f b the integral of its derivative; this will be discussed in 
Chap. 8. Or a sequence { f, ] of memurable functions on X may converge 
only almost everywhere; with our new definition of measurability, the 
limit is still a measurable function on X, and we do not have to cut down 
to the set on which convergence actually occurs. 

To illustrate, let us state a corollary of Lebesgue's dominated conver- 
gence theorem in a form in which exceptional sets of measure zero are 
admitted : 

1.38 Theorem Suppose ( f, tit a sequence of complex measurable f~??~ctions 
defined a.e. on X mch that 

IP 

Then the series 
m 
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converges for almost all x, f r L1(p), and 

PROOF Let Sn be the set on which f ,  is defined, so that p(Sne) = 0. 
Put co(z) = ~ l f , ( z ) l ,  for x a S  = fl&. Then p(SC) = 0. By (1) 
and Theorem 1.27, 

If E = ( x  a 8: co(X) < 00 1, it follows from (4) that P(P) = 0. The 
series (2) converges absolutely for every x E E, and if f (x)  is defined 
by (2) for x a E, then If(x)j I ~ ( x )  on E,  so that f E L1(p) on E, by 
(4). I f  gn = f l +  . . + f n ?  then IgnI 5 PY gn(x)+f(x)  for all 
x E E, and Theorem 1.34 gives (3)  with E in place of X. This is equiv- 
alent to  (3), since p(EC) = 0. 

Note that even if the f ,  were defined a t  every point of X, (I) would only 
imply that (2) converges almost everywhere. Here are some other situa- 
tions in which we can draw conclusions only almost everywhere: 

1,39 Theorem 

(a) Suppose f: X --+ [0, a] is measurable, E a nt, a d  J B ~  dp = 0. 
T h  f = 0 a,e. on E. 

(b)  Suppose f E L1(p) and $ ~ f  dp = 0 for weq E a 313.. T h  f = 0 
a.e. on X. 

(c) Suppose f E L 1 ( ~ )  and 

Then there is a cootstunt a such that af = f 1 a.e. on X. 

Note that (c) describes the condition under which equality holds in 
Theorem 1.33. 

PROOF 

(a) If A, = { x  r E: f(x) > l / n ) ,  n = 1, 2, 3, . . . , then 

that p(Am) = 0. Since { x  E E: f(x) > 0) = UA,, (a)  
follows. 
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(b) Put f = u + w, let E = ( x :  ~ ( x )  2 O f .  The real part of 
$ ~ f d p  is then Sm+ dp. Hence $m+ d p  = 0,̂  and (a) implies 
that u+ = 0 a.e. We conclude similarly that  

(c) Examine the proof of Theorem 1.33. Our present assumption 
implies that the last inequality in the proof of Theorem 1.33 
must actually be an equality. Hence $ ( I f (  - u )  d p  = 0. 
Since I f l  - u 2 0, (a)  shows that If 1 = u a.e. This says that 
the real part of orf is equal to (a$( a.e., hence orf = lalft = ( f  ( a.e., 
which is the desired conclusion. 

1.4 Theorem Suppose p(X) < m, f E L1(p), 8 is a closed set in tlre c m  
plex plane, and the averages 

lie in S for way E E %z t02-th p(E) > 0. Then f ( x )  8 S for almost all x a! X. 

PROOF Let A be a closed circular disc (with center at  a and radius 
r > 0, say) in the complement of S. Since B e  is the union of count? 
ably many such discs, it is enough to prove 'lhat p(E) = 0, where 
E = f-I(A). 

If we had p(E) > 0, then 

which is impossible, since A ~ ( f i  E S. Hence p(E) = 0. 

1.41 Theorem Let ( E i )  be a sequence of ~.mwurab2e sets in X ,  

Then almost all x E X lie in at most finitely many of the sets E k .  

PROOF If A is the set of all x which lie in infinitely many Ek, we have 
to prove that cr(A) = 0. Put  

g ( 4  = 2 ?h, (x)  ( x  t X). 
4- 1 

For each x, each term in this series is either 0 or 1. Hence x E A if 
and only if g(x) = m. By Theorem 1.27, the integral of g over X 
is equd to the sum in (1). Thus g E L1(p) and so g(x) < 00 a.e. 
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Exercises 

1 Let f a,) and f b,) be sequences in [ - a, a] ,  and prove the follow- 
ing- assertions : 

(a) lim sup (- a,) = - lim inf a,. 
n-4 w 12-4 a0 

(b) lim sup (a, + b,) 5 lim sup a, + lim sup b, 
n-4 * n+ rn n-+* 

provided none of the sums is of the form a - a. 

(c) If a, _< b, for all n, then 

lim inf a, lim inf b,. 
n+ * m w  

Show by an example that strict inequality can hold in (b). 
2 Put f, = XB if n is odd, fn = 1 - X E  if n is even. What is the 

relevance of this example to Fatou's lemma? 
3 Suppose f,: X +  [O,oa] is measurable for n = 1, 2, 3, . . . I 

f l  2 f 2  2.f3 2 2 Ojfn(x)-+f(x)asn+ w,foreveryxzX, 
and f l  E L1(p). Prove that then 

and show that this conclusion does nd follow if the condition 
"fi E L1(p)" is omitted. 

4 Prove that if f is a red function on a measurable space X such 
that fx:  f(x) 2 r ]  is measurable for every rational r, then f is 
measurable. 

5 Prove that the set of points at  which a sequence of mewurable 
real functions converges is a measurable set. 

6 Let X be an uncountable set, let rn be the collection of all sets 
E C X such that either E or EG is at most countable, and define 
p(E) = 0 in the first case, p(E) = 1 in the second. Prove that 
rn is a u-algebra in X and that p is a measure on m. 

7 Does there exist an infinite U-algebra which has only countably 
many members? 

8 Prove an analogue of Theorem 1.8 for n functions. 
9 Prove the conclusion of Theorem 1.7( b) under the weaker hypothe- 

sis that g is Borel measurable; i.e., prove that Borel measura.ble 
functions of measurable functions are measurable. 

10 Suppose #(X) < 00,  { f, 1 is a sequence of bounded complex meas- 



32 Real and complex analysis 

urable functions on X, and f, + f uniformly on X. Prove that 

and show that the hypothesis " p ( X )  < GQ " cannot be omitted. 
11 Show that 

.I a 

A =  n U E ~  
n-1 k-n 

in Theorem 1.41, and hence prove the theorem without any 
reference to integration. 

12 Suppose f c L1(p) ,  Prove that to each E > 0 there exists a 6 > 0 
such that $81 f [ dp < e whenever p ( E )  < 6. 

13 Show that proposition 1.24(c) is also true for c = a. 
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Measures 

Vector Spaces 

2.1 Ddnition A complex vector space (or a vector space over the com- 
plex fieId) is a set V, whose elements are called vectors and in which two 
operations, called addition and scalar multiplication, are defined, with the 
following familiar algebraic properties: 

To every pair of vectors x and y there corresponds a vector x + y, in 
such a way that x + y = y + x and x + (y + z) = (x + y) + z ;  V 
contains a unique vector 0 (the zero vector or origin of V) such that 
x + 0 = x for every x E V; and to each x E V there corresponds a unique 
vector -x such that x + ( -x) = 0. 

To each pair ( a ,~ ) ,  where z E V and a is a scalar (in this context, the 
word scalar means compZex number), there is arjsociated a vector cw;~: E V ,  
in such a way that lx = x, a(@%) = (a@)%, and such that the two dis- 
tributive laws 

hold. 
A linear transformation of a vector space V into a vector space V1 is a 

mapping A of V into V 1  such that 

for all x and y E V  and for all scalars a and 8. In the special case in which 
V1 is the field of scalars (this is the simplest example of a vector space, 
except for the trivial one consisting of 0 alone), A is called a linear func- 
tional. A finear functional is thus a complex function on V which 
satisfies (2). 

Note that one often writes hz, rather than A(x), if A is linear. 
33 
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The preceding definitions can of course be made equally well with any 
field whatsoever in place of the complex field. Unless the contrary is 
explicitly stated, however, all vector spaces occurring in this book will 
be complex, with one notable exception: the euclidean spaces Rk are vector 
spaces over the red field. 

2.2 Integration as a Linear Functional Analysis is full of vector spaces 
and linear transformations, and there is an especially close relationship 
between integration on the one hand and linear functionals on the other. 

For instance, Theorem 1.32 shows that L1(p) is a vector space, for any 
positive measure p, and that the mapping 

is a linear functional on L1(p). Similarly, if g is any bounded measurable 
function, the mapping 

is a linear functional on L l(p) ; we shall see in Chap. 6 that the functionals 
(2) are, in a sense, the only interesting ones on Ll(p). 

For another example, let C be the set of all continuous complexfunc- 
tions on the unit interval I = [0,1]. The sum of two continuous func- 
tions is continuous, and so is any scalm multiple of a continuous function. 
Hence C is a vector space, and if 

the integral being the ordinary Riemann integral, then A is clearly a linear 
functional on C; A has an additional interesting property: it is a positive 
linear functional. This means that Aj 2 0 whenever f 2 0. 

One of the t& which is still ahead of us ii the construction of the 
Lebesgue measure. The construction can be based on the linear func- 
tional (3), by the following observation: Consider a segment (a$) C I 
and consider the class of all f E C such that 0 5 f 2 1 on I and f(x) = 0 
for all x not in (a$). We have Af < b - a for all such f ,  but we can 
choose f so that Af is as close to b - a as desired. Thus the length (or 
measure) of (a$) is intimately related to the values of the functional A. 

The preceding observation, when looked at from a more general point 
of view, leads to a remarkable and extremely important theorem of 
F. Riesa: 

To every positive lznear functional A on C there corresponds a finite posd- 
lwe Bore1 measure p on I mch that 
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[The converse is obvious: if p is a finite positive Borel measure on I and 
if A is defined by (4), then A is a positive linear functional on C.] 

I t  is clearly of interest to replace the bounded interval I by Rl. We 
can do this by restricting attention to those continuous functions on R1 
which vanish out side some bounded interval. (These functions are 
Riemann integrable, for instance.) Next, functions of several variables 
occur frequently in analysis. Thus we ought to move from R1 to Rn. 
It turns out that the proof of the Riesz theorem still goes through, with 
hardly any changes. Moreover, it turns out that the euclidean properties 
of Rn (coordinates, orthogonality, etc.) play no role in the proof; in fact, 
if one thinks of them too much they just get in the way. Essential to 
the proof are certain topological properties of Rn. (Naturally. We are 
now dealing with continuous functions.) The crucial property is that of 

. local compactness: each point of Rn has a neighborhood whose closure is 
compact. 

We shall therefore establish the Riesz theorem in a very general setting 
(Theorem 2.14). The existence of Lebesgue measure then follows as a 
special case. Those who wish to concentrate on a more concrete situation 
may skip lightly over the following section on topological preliminaries 
(Urysohn's lemma is the item of greatest interest there; see Exercise 14) 
and may replace X by R1 in the remainder of this chapter, at  least for a 
first reading. 

Top01 o gi eal Preliminaries 

2.3 Definitions Let X be a topological space, as dehed  in Sec. 1.2. 

(a )  A set E C X is dosed if its complement E" is open. (Hence jZ5 
and X are closed, finite unions of closed sets are closed, and arbi- 
trary intersections of closed sets are closed.) 

(b) The c loswe  E of a set E C X is the smallest closed set in X which 
contains E. (The following argument proves the existence of 8: 
The collection 52 of all closed subsets of X which contain E is not 
empty, since X e n; let l? be the intersection of all members of n.) 

(c) A set K C X is compact if every open cover of K contains a finite 
subcover. More explicitly, the requirement is that if ( Val is a 
collection of open sets whose union contains K, then the union of 
some finite subcolIection of f V ,  1 also contains K. 

I n  particular, if X is itself compact, then X is called a cornpad 
8pacre* 

(d) A neighborhood of a point p e X is any open subset of X which 
contains p. (The w e  of this term is not quite standardized; 
some use "neighborhood of p" for any set which contains an 
open set containing p.) 



36 Real and complcx analysis 

(e) X is a Hausdor$ space if the following is true: If p E X, q E X, 
and p f q, then p has a neighborhood U and q has a neighborhood 
V such that U n V = a. 

( f )  X is loc&EZy compact if every point of X has a neighborhood whose 
closure is compact. 

Obviously, every compact space is locally compact. 
We recall the Heine-Bore1 theorem: The compact subsets of a euclia'ean 

qace  Rn are precisely those that are closed and bounded ([26],t Theorem 
2.41). From this it foIlows easily that Rn is a locally compact Hadorf f  
space. Also, every metric space is a Hausdorff space. 

2.4 Theorem Suppose K i s  compact wid F i s  closed, in a topoi!ogid space 
X .  If P C K,  then F i s  compact. 

PROOF If (V,) is an open cover of F and W = Fc, then W u UVh 
(I 

covers X; hence there is a finite collection { V,,] such that 

K C W u Va, u . . u V,,. 

Then F C V,,u + u Van. 

Corollary If A C B and i f  B has compact closure, so does A. 

2.5 Theorem Suppose X i s  a Hausdorf space, K C X ,  K i s  compact, and 
p E Kc. Then there are open sets U and W such that p E U, K C W, and 
U n W = @ .  

PROOF If q E K, the Hausdorff separation axiom implies the exist- 
ence of disjoint open sets U, and V ,  such that p r U, and p E V,. 
Since K is compact, there are points ql,  . . . , q, E K such that 

Our requirements are then satisfied by the sets 

U = U,, n - n Uqm and W = V,, u u V,,. 

( a )  Compact subsets of Hausdor$ spaces are closed. 
(b) If F i s  cbaed and K i s  compact in a HaUSCEtyfl space, then F n K 

i s  compact. 

Corollary (b) folIows from (a)  and Theorem 2.4. 

Numbere in brackets refer to the Bibliography. 
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2.6 Theorem If {K,] is a collection of compact subsets of a Nausdor$ 
space and if nKa = p/, then some finits subcollection of { K a )  also has 

a 

empty intersection. 

PROOF Put Va = KeC. Fix a member K1 of { Ka 1. Since no point 
of K1 belongs to every Ka, f V ,  j is an open cover of K1. Hence 
K1 C Val u u Va, for some finite collection ( Vai 1. This implies 
that 

K l  n Ka, n n K,, = @. 

2.7 Theorem Suppow U is open in a locally compact Hausdorf space X, 
K C U, and K is compact. Then there is an open set V with compact 
closure such that 

K c V C ~ C U .  

PROOF Since every point of K has a neighborhood with compact 
closure, and since K is covered by the union of finitely many of these 
neighborhoods, K lies in an open set G with compact closure. If 
U = X, take V = G. 

Otherwise, let C be the complement of U. Theorem 2.5 shows 
that to each p E C there corresponds an open set W, such that 
K C W, and p q! wp Hence (C  n 6 n w.1, where p ranges over C, 
is a collection of compact sets with empty intersection. By Theorem 
2.6 there are points pl, . . . , p, E C such that 

c n G n W , , n -  nW,=@. 
The set 

V = G n W , , n  - - nW,, 

then haa the required properties, since 

2.8 Definition Let f be a real (or extended-real) function on a topological 
space. If 

{x:f(x) > 4 
is open for every real a, f is said to be lower semicontinuous. If 

is open for every real a, f is said to be upper semicontinuous. 
The foIIowing properties of semicontinuous functions are almost imm* 

diate consequences of this definition: 

(a) A real function zs continuous if and only if it is both upper semi- 
continuous and lower semhtinzcozcs. 
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(b) Characteristic fu~ctions of open sets are lower semicontinuous; 
characteristic functions of closed sets are upper, semicontinuous. 

(c) The supremum of any collection of lower semicontinuous functions 
is lower semicontinuous. The infimum o: anu collection of upper 
semicontinuous functions is upper serniwntinuous. 

2.9 Definition The support of a complex function f on a topological 
space X is the closure of the set 

The collection of all continuous complex functions on X whose support 
is compact is denoted by C,(X). 

Observe that C,(X) is a oector space. This is due to two facts: 

(a) The support off + g lies in the union of the support off and the 
support of g, and any finite union of compact sets is compact. 

(b) The sum of two continuous complex functions is continuous as 
are scalar multiples of continuous functions. 

(Statement and proof of Theorem 1.8 hold verbatim if "measurable func- 
tion" is replaced by "continuous function," "measurable space" by "topo- 
logical space" ; take G(s,t) = s + t, or G(s,t) = st, to prove that sums and 
products of continuous functions are continuous.) 

2.10 Theorem Let X and Y be topological spaces, and let f: X + Y be 
continuous. If K is a compact subset of X, then f(K) is compact. 

PROOF If { V, ] is an open cover of f (K), then { f-l(V,) 1 is an open 
cover of K, hence K C f-l(V,,) u - u f-l(Van) for some al, . . . , 
a,, hence f(K) C V,, u u Van. 

Corollary The range of any f E C,(X) is a compact subset of the complex 
plane. 

In  fact, if K is the support off c C,(X), then f(X) C f(K) u ( 0 ) .  If 
X is not compact, then 0 E f(X), but 0 need not lie in f(K), as is seen by 
easy examples. 

2.11 Notation In  this chapter the following conventions will be used. 
The notation 

will mean that K is a compact subset of X, that f E C,(X), that 0 I 
f(x) < 1 for all x E X, and that f(x) = 1 for all x E K .  The notation 



will mean that V is open, that f t C,(X), 0 5 f ,< 1, and that the support 
off lies in V .  The notation 

will be used to indicate that both (1) and (2) hold. 

2.12 Urysohn'e Lemma Suppose X ia a locally compuct H a d m f l  apace, 
V i s o p m i n X ,  K C V, andKiscompact. Thenthereexists anf eC,(X), 
such that 

In  terms of characteristic functions, the conclusion asserts the existence 
of a continuous function f which satisfies the inequalities XK 5 f 5 XV. 

Note that it is easy to find semicontinuous functions which do this; exam- 
ples axe x~ and XV. 

PROOF Put rl = 0 , ~ s  = 1, and let pa, r4, ra, . . . be an enumeration 
of the rationals in (0,l). By Theorem 2.7, we can find open sets Vo 
and then V1 such that Po is wmpact and 

Suppose n 2 2 and V,,, . . . , Vvm have been chosen in such a man- 
ner that n < rj implies Pr, C Vri. Then one of the numbers 
TI, . . . , r,, say ri, will be the largest one which is smaller than 
r,+l, and another, say T*, will be the smallest one larger thanr,+l. 
Using Theorem 2.7 again, we can find V,,,, so that 

pv, C Vr.+, C %+, C Vri+ 

Continuing, we obtain a collection { V , )  of open sets, one for every 
rational r e [0,1], with the following properties: K C Vl, Po C V, 

, each 9. is compact, asld 

Define 

if x e V,., 1 if x r P,, 
a otherwise, 

and 

f = SUP fr, g = i d  g,. 
r 8 

The remarks following Definition 2.8 show that f is lower semi- 
continuous and that g is upper semicontinuous. I t  is clear that 
0 5 f I 1, that f(x) = 1 if x r K ,  and that f has its support in PO. 
The proof will be completed by showing that f = g. 
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The inequality f,(x) > g,(x) is possible only if r > 8, x E V,, and 
x # . But r > 8 implies V,  C V,. Hence f, _< g, for 4 r and 8, 

sof 5 0. 
Suppose f(x) < g(x) for some x. Then there are rationals r and 8 

such that f(x) < r < s < g(x). Since f(x) < T, we have x # V,; 
since g(x) > s, we have x E Pa. By (3)) this is a coqtradiction. 
Hence f = g. 

2.13 Theorem Suppose V1, . . . , V,, are open subsets of a locdy com- 
pact HausLZor$ space X, K is compact, and 

Then &re exist fundions Iri < Vi (i = I, . . . , n) auch that 

Because of (I), the collection {hl, . . . ,h,) is called a partition of 
unity an K, subordinate to the cover { V1, . . . , V, 1. 

PROOF By Theorem 2.7, each z E K ha9 a neighborhood W, with 
compact closure V,  C Vi for some i (depending on x). There are 
points XI, . . . , x, such that W, u * W, 3 K. If 1 < i 5 n, 
let Hi be the union of those Ws, which lie in Vi. By Urysohn's 
lemma, there are functions gi such that Hi < gi < Vi. Define 

Then hi < Via It is easily verified, by induction, that 

Since K C H1 u . u H,, a t  least one gi(x) = 1 a t  each point x r K ;  
hence (3) shows that (1) holds. 

The Riesz Representation Theorem 

2.14 Theorem Let X be a locally compact Hausdorf space, and let A be a 
positive linear functional an C,(X) .  Then there exists a o-algebra 3n in X 
which contains alt Bore1 sets in X, and there exists a unique positive nzeas- 
ure p an 312. which w p r e m k  A in the sense that 
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for every f e C , ( X )  and which has  thefollowing additional properties: 
(b)  p(K) < 00 for every compact set K C X. 
(c) For every E e m, we have 

p (E)  = inf ( p ( V ) :  E C V ,  V open). 

(d) The relation 

p ( E )  = sup f p ( K ) :  K C E, K compact) 

h2d.s for every open set E, and for every E e 312 with p(E) < 00. 

(e)  I f E e 3 ' f z )  A C E, a n d p ( E )  = 0, then Aem. 

Property ( a )  is of course the one of greatest inkresf. After we defme 
3'fz and p,  (b)  to ( d )  will be established in the course of proving that m is 
a u-algebra and that p is countably additive. We shall see later (The- 
orem 2.18) that in "reasonable" apaces X every Bore1 measure which 
satisfies (b) also satisfies (c)  and ( d )  and that ( d )  actually holds for every 
B e m, in those cases. Property (e )  merely says that (X,m,p) is a com- 
plete measure space, in the sense of Theorem 1.36. 

Throughout the proof of this theorem, the letter K will stand for a 
compact subset of X, and V will denote an open set in X .  

Let us begin by proving the uniqueness of p. If p satisfies (c) and (d), 
it is clear that p is determined on n7. by its values on compact sets. 
Hence it suffices to prove that pl(K) = ps(K) for all K, whenever pl 
and p2 are measures for which the theorem holds. So, fix K and e > 0. 
By (b)  and (c), there exists a V 3 K with ps(V) < ps(K)  + e; by Ury- 
soh 's  lemma, there exists an f so that K < f < V ;  hence 

Thus pr(K) < pl(K). If we interchange the roles of p1 and pt, the oppo- 
site inequality is obtained, and the uniqueness of p is proved. 

Incidentally, the above computation shows that ( a )  forces (b). 

Construction of p and m 

Por every open set V in X, define 

p(V) = sup f n f :  f < vj. 
If V1 C Vz, i t  is clear that (1) implies p(V1) < ~ ( V I ) .  Heme 

(2)  p(E) = inf ( p ( V ) :  E C V ,  V open} 
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if E is an open set, and it is consistent with (1) to define l ( E )  by (2)) for 
every E C X .  

Note that although we have defined p(E) for every E C X, the count- 
able additivity of p will be proved only on a certain u-algebra %z in X. 

Let mp be the class of all E C X which satisfy two conditions: 
p(E) < m, and 

(3) p(E) = sup { p ( K ) :  K C E, K compact). 

Finally, let %z be the class of all E C: X such that  E n K r 9lZr for every 
compact K .  

Proof that p and 3n h e  the required properties 

I t  is evident that p is monotone, i.e., that l ( A )  < l ( B )  if A C B and 
that l ( E )  = 0 implies E e mp and E e %z, Thus (e) holds, and so does 
(c), by definition. 

Since the proof of the other assertions is rather long, i t  will be conven- 
ient to divide it into several steps. 

Observe that the positivity of A implies that A is monotons: f < g 
implies Af 5 dg, This is clear, since 4 g  = Af + A(g - f )  and g - f 2 0. 
This monotonicity will be used in Steps I1 and X. 

STEP I If El, Ez, EQ, . . . are arbitrary subsets of X ,  then 

PROOF We b t  show that 

if V l  and V Z  are open. Choose g < V l  u Vz. By Theorem 2.13 
there are functions h1 and h2 such that hi < V,  and hl(x) + h*(x) = 1 
for ail s i n  the support of g. Hence hig < Vd, g = h d  + hg,  and SO 

Since (6 )  holda for e v e y  g < V I  u VZ,  (5) follows. 
If p(Ei) = for some i, then (4) is trivially true. Suppose there  

fore that p(Ei) < .o for every i. Choose E > 0. By (2) there are 
open sets Vi > Ei such that 

m 

Put V = U Vi, and choose f < 8. Since f has compact support, 
1 

f < VI u u V,, for some n. Applying induction to (5),  we there- 



fore obtain 

Since this holds for every f < V ,  and since UEi C V ,  it follows that 

which proves (4), since c was arbitrary. 

STEP 11 contains wew compact set. 

This implies assertion (b) of the theorem. 

PROOF If K <f , le t  V = f x :  f (x)  > +I. ThenK C V, andg < 2f 
whenever g < V. Hence 

r ( K )  5 r ( V )  = sup f & : g  ( VI 5 wvl < 
Since K evidently satisfies (3),  K e 

~ T E P  111 Every open set salisjies (3) .  Hence ~ X F  contains every open set 
V  with F ( V )  < a .  

PROOF Let a! be a real number such that a! < p(V). There exists 
an f < V with a! < Af. If W is any open set which contain0 the 
support K of f ,  then f < W, hence A f 5 p(W). Thus Af r ( K ) .  
This exhibits a compact K C V with cx < r ( K ) ,  rso that (3)  holds 
for v. 

0 

~ T E P  IV Suppse  E = U E<, where El, Et, Es, . . . are p a i d e  diq'oint 
i -  I 

members of mF. Then 

If, in addition, F ( E )  < a ,  then also E e 3 n ~ .  

PROOF We first show that 

if Kl and K t  are disjoint compact sets. Choose > 0. By Theorem 
2.7 (with K1 in place of K and Kge in place of U) there are disjoint 
open sets V1 and V2 such that Ki C Vi. By Step 11, there is an open 
set W 3 K 1  u K2 such that r ( W )  < p(K1 u K2) + e, and there are 
functions fi < W n Vi such that Afi > p(W n Vi) - e, for i = 1, 2. 



44 R e d  and complex analysis 

Since Kt C W n Vi and fl + f2 < W (it is here that Vl rr V2 = fZI is 
used!), we obtain 

Since e was arbitrary, (10) follows from Step I. 
If r(E) = 00, (9) follows from Step I. Assume therefore that 

p(E) < a, and choose E > 0. Since Ei E mr, there are compact 
sets Hi C Ei with 

Putting K, = H u * u H ,  and using induction on (lo), we obtain 

Since (12) holds for every n and every E > 0, the left side of (9) is not 
smaller than the right side, and so (9) follows from Step I. 

But if p(E) < 00 and E > 0, (9) shows that 

for some N. By (12), i t  follows that r(E) I ~ ( K N )  + 2c, and this 
shows that E satisfies (3) ; hence E e 3%. 

STEP v If E E mr and c > 0, there is a conzpact K and an open V such 
that K C E C V and p(V - K) < e. 

PROOF Our definitions show that there exist K and V so that 

Since V - K is open, V - K e mF, by Step 111. Hence Step IV 
implies that 

s m a  VI I j  A e 312~  and B e 3Kr, then A - B, A u B, and A n B belong to 
mr. 

PROOF If e > 0, Step V shows that there are sets Ki and Vi such that 
K 1  C A C Vl, Kz C B C Vz, and p(Vi - Ki) < E, for i = 1, 2. 
Since 

A - B C tfl - K2 C (V1 - K,) u (K1 - v2) u (v2 - Kz), 

Step I shows that 
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Since Kl - V s  is a compact subset of A  - B, (14) shows that A  - B 
satisfies (a), so that A  - B E 313~. 

Since A  v B = ( A  -. B) u B, it follows (by Step I V )  that A  u B r 3133. 
Since A  n B = A - ( A  - B), we also have A  n B r  m ~ .  

STEP VII 313 i s  a u-algebra in X which contains all Borel sets. 

PROOF Let K be an arbitrary compact set in X. 
If A  r m, then Ac n K = K - ( A  n K ) ,  so that Ac n K is a differ- 

ence of two members of mp. Hence At n K E Entp, and we conclude: 
A E nt implies AC e  nt.  

llD 

Next, suppose A  = U A;, where each Ai E 311, Put B1 = Al n K, 
1 

and 

Then {B,) is a disjoint sequence of members of m ~ ,  by Step V I ,  and 
Q 

A  n K = U B,. It followa from Step IV that A  n K E mp. Hence 
1 

A e n t .  
Finally, if C is closed, then C n K is compact, hence C n K r mp, 

so C E m. In particular, X r 313. 
We have thus proved that m is a o-algebra in X which contains all 

closed subsets of X. Hence nt contains all Borel sets in X. 

STEP VIII m~ consists of precisely those sets E E m f o r  which p ( E )  < a. 
This implies assertion (d) of the theorem. 

PROOF If E e  m ~ ,  Steps 11 and V I  imply that E n K e  m~ for every 
compact K, hence E E 313. 

Conversely, suppose E E 311. and p(E) < m, and choose E > 0. 
There is an open set V 2 E with p(V) < a ; by I11 and V, there is a 
compact K C V with p(V - K) < E. Since E n K e  mp, there is a 
compact H C E n K with 

Since E C (E n K) u (V - R), i t  follows that 

which implies that E E 3133. 

~ T E P  IX p i s  a measure on nt,  

PROOF The countable additivity of p on 313 follows immediate13 
from Steps IV and V I I I .  
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STEP X For Werg f t C,(X),  iif = $xf dp. 

This proves (a), and completes the theorem. 

PROOF Clearly, it is enough to prove this for real f. Also, it is 
enough to prove the inequality 

(1 6) A f  s /,f dr 

for every real f e C,(X). For once (16) is established, the linearity 
of A shows that 

which, together with (16), shows that equality holds in (16). 
Let K be the support of a real j e C,(X), let [a$] be an interval 

which contains the range of f (note the Corollary to Theorem 2.10), 
choosee > O,andchooseyi,fori = 0,1, . . . ,n, so thatyi - yi-I < o 
and 

Since f is continuous, f is Borel measurable, and the sets Ei are there- 
fore disjoint Borel sets whose union is K. There are open sets 
Vi > Ei such that 

and such that f(z) < yi + r for all z t Vc By ~ h e o ~ A  2.13, there 
are functions hi < Vi such that Z k  = 1 on K. Hence f = Zhij'. 
Since kf 5 (fi + €)hi, and since yi - E < f ( x )  on Ei, we have 
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Since E was arbitrary, (16) is established, and the proof of the theorem 
is complete. 

Regularity Properties of Borel Measures 

2.15 Definition A measure p defined on the a-algebra of all Bore1 sets in a 
locally compact Hausdodf space X is called a Borel measure on X .  If p 
is positive, a Borel set E C X is outer regular or inner regular, respectively, 
if E has property (c)  or (d) of Theorem 2.14. If every Borel set in X is 
both outer and inner regular, p is called regular. 

In our proof of the Riesz theorem, outer regularity of every set E was 
built into the construction, but inner regularity was proved only for the 
open sets and for those E E nt for which p(E) < m. It turns out that 
this flaw is in the nature of things. One cannot prove regularity of p 

under the hypothesis of Theorem 2.14; an example is described in Exer- 
cise 16. 

However, a slight strengthening of the hypotheses does give us & regular 
measure. Theorem 2.17 shows this. And if we specialize a litble more, 
Theorem 2.18 shows that all regularity problems neatly disappear. 

2.16 Definition A set E in a topological space is called a-compact if E is a 
countable union of compact sets. 

A set E in a measure space (with measure p )  is said to have 4-finite 
measure if E is a countable union of sets E;  with p(Ei) < a. 

For example, in the situation described in Theorem 2.14, every a-com- 
pact set has a-finite measure. Also, it is easy to see that if E' E nt and E 
has a-finite measure, then E is inner regular. 

2.17 Theorem Suppose X is a locallg compact, a-compact Hausdorf space. 
I f  and p are as descrz'bed in the statement of Theorem 2.14, then rn and p 
have the following properties: 

(a)  If E E nt and c > 0, there i s  a closed set F and an open set V such 
that F C E C V and p(V - F )  < E. 

(b)  p i s  a regular Borel measure on X .  
(c) I f  E E m, there are sets A and B such that A i s  an  F,, B is a Gg, 

A C E C B, and p(B - A )  = 0. 

As a corollary of (c) we see that every E E Ejn is the union of an F,  and 
a set of measure 0. 

PROOF Let X = Klu K2u K 3  u , where each K, is compact. 
If E r 3n and e > 0, then p(K, n E )  < m, and there are open sets 
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V ,  3 Kn n E such that 

E 
(1) p(Vn-(KnnE))<-l  (n  = 1, 2, 3, . . .). 
Jf V = UV,, then V - E C U(Vn - (K, n E)),  so that 

Apply this to Ec in place of E : There is an open set W 3 Ec such that 
p(W - Ee) < 42. If F = WC, then F C E, and E - F = W - Ec. 
Now (a) follows. 

If F is closed, then F = U(K, n F),  each K, n F is compact, and 

as n -+ a. Hence (b )  follows from (a). 
If we apply (a) with 6 = l / j  ( j  = 1, 2, 3, . . .), we obtain closed 

sets Fj and open sets Vj S U C ~  that F j  C E C Vj and p(Vj - F,) < 1 / j .  
Put A = U F j  and B = nvi. Then A C E C B, A is an F,, B is a 
Ga, and p(B - A) = 0 since B - A C Vj - Fj for j = 1,2,3, . . . . 
This proves (c). 

2.18 Theorem Let X be a locally compact Hausdorf space in which wery 
open set is o-compact. Let X be any positive Borel measure on X such that 
X(K) < .a for wery compact set K. Then X is  regular. 

Note that every euclidean space Rk satisfies the present hypothesis, 
since every open set in R q s  a countable union of closed balls. 

PROOF Put Af = J x  f dx, for f e C, (X) .  Since X(K) < a for every 
compact K, A is a positive linear functional on C,(X), and there is a 
measure p, satisfying the conclusions of Theorem 2.17, such that 

Let V be open in X. Then V = UUi, where Hi is compact for 
i - 1, 2, 3, . . . . Choose f l  so that HI < f l  < V .  Having chosen 
fi,  . . . , fn,  with supports K1, . . . , K,, choose fn+l SO that 

The sequence i f n ]  increases monotonically to xv at every point of X. 
Hence (1) implies 

(3) ~ ( v )  = em /,fn dX = lim Lf. d p  = p(V). 
n+ 00 M =  

Let E be a Borel set in X, and choose E > 0. Since p satisfies 
Theorem 3.17, there is a closed set F and an open set V such that 
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F C E C V and p(V - F) < e. But V - F is open. Hence (3) 
shows that X(V - F )  < e, and this proves the regularity of A, as in 
Theorem 2.17. 

Note: It also follows easily that X(E) = p(E) for every Borel set E in X. 
In Exercise 17 a compact Hausdorff space is described which contains 

an open set which is not a-compact and in which the preceding theorem 
fails. 

Lebesgue Measure 

2.19 Euclidean Spaces Euclidean k-dimensional space Rk is the set of 
all points x = (€1, . . . ,[k) whose coordinates t are real numbers, with 
the following algebraic and topological structure: 

lf x = (tl, - . . ,&), y = (g~, . . . ,gk), and a is a real number, x + y 
and ax are defined by 

(I) x + Y = ( t i  3- 71, • • • ,fk 3- ~ k ) )  a x  = (&I, • • • ,atk). 

This makes Rk into a real vector space. If x . y = Z ~ , T ~  and 1x1 = (x x)t, 
the Schwarz inequality 1% y1 5 1x1 lyl leads to the triangle inequality 

hence we obtain a metric by setting p(x,y) = lx - y1. We assume that 
these facts are familiar to the r d e r ,  and shall prove them in greater 
generality in Chap. 4. 

If E C R h n d  x e R" the translate of E by x is the set 

A set of the form 

(4) W = {x:% < t i<  a, 1 < i s  k), 

or any set obtained by replacing any or all of the < signs in (4) by I, is 
called a k-cell; its volume is defined to be 

If a e Rk and 8 > 0, we shall call the set 

the &box m'th comer at a. Herea = (al, . . . ,a&). 
For n = 1, 2, 3, . . . , we let P, be the set of dl x e R h h o s e  coordi- 

nates are integral multiples of 2-*, and we let 4 be the collection of 
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2-"-boxes with corllers at points of P,. We shall need the followirlg four 
properties of {Q,). The first three are obvious by inspectio~l. 

(a )  I f  n i s  fixed, each x E Rk lies in one and only one member of Q,. 
(b)  I f  Q' E Qn, &" E Q,, and r < n, then either &' C &" or Q' n &" = a. 
(c) I f  Q E Qr, then vol (Q)  = 2-rk; and ij n > r, the set P, has exactly 

2(n-7)k points in &. 
(d )  Every nonernpty open set in Rk i s  a countable union of disjoint boxes 

belonging to Q l u  Q2 u Q3 u . . 

PROOF OF (d)  If V is open, every x E V lies in a11 open ball which 
lies in V; hence x E Q C V for some Q belonging to some Q,. 111 

other words, V is the union of all boxes which lie in V and which 
belong to some Q,. From this collection of boxes, select those which 
belong to GI, and remove those in Q2, R3, . . . which lie in any of the 
selected boxes. From the remaining collection, select those boxes of 
St2  which lie in V ,  and remove those in Oa, Q4, . . . which lie in any 
of the selected boxes. If we proceed in this ~ ~ a y ,  (a)  and (b )  show 
that (d )  holds. 

2.20 Theorem There exists a posi1ive complete measure 912 defined on a 
U-algebra Em in Rk, with the following properties: 

(a )  m(W) = vol (W) for every k-cell W .  
(b )  3X contains all Borel sets in Rk; more precisely, E' E Z ij and only i f  

there are sets A and B C Rk such that A C E C B, A is  an F,, B 
i s  a Gs, and m(B - A )  = 0. Also, nt i s  regular. 

(c) m is  translation inuariant, i.e., 

for every E E Em and every x r Rk. 
(d)  If p any positwe translation invariant Borel measure on Rk such 

that p ( K )  < for every compact set K ,  then there is  a constant c 
m c h  that p(E) = cm(E) for all Borel sets E C Rk. 

The members of SR are the Lebesgue measurable sets in Rk; TU is the 
Lebesgue measure on Rk. When clarity requires it, we shall write mk in 
place of m. For a description of other measures on R l, see Theorem 8.14. 

PROOF If f is any complex function on Rk, with compact support, 
define 

where P, is as in Sec. 2.19. 
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Now suppose $ E  C,(Rk), f is real, W is an open k-cell which con- 
tains the support off ,  and e > 0. The uniform continuity off ([26], 
Theorem 4.19) shows that there is an integer N and that there are 
functions g and h with support in W, such that (i) g and h are constant 
on each box belonging to QN, (ii) g 5 f 5 h, and (iii) i - r < E. 
If n > N, Property 2.19(c) shows that 

Thus the upper and lower limits of {An f ] differ by at most E vol (W), 
and since E was arbitrary, we have proved the existence of 

(3) Af = w w  lim Anf (f E Cc(Rk))- 

I t  is immediate that A is a positive linear functiona1 on C,(Rk). 
(In fact, Af is precisely the Riemann integral off over Rk. We went 
through the preceding construction in order not to have to rely on 
any theorems about Riemann integrals in several variables.) We 
define m and b be the measure and U-algebra associated with this A 
as in Theorem 2.14. 

Since Theorem 2.14 gives us a complete measure and since Rk is 
g-compact, Theorem 2.17 implies assertion (b) of Theorem 2.20. 

To prove (a), let W be the open cell 2.19(4), let E, be the union of 
those boxes belongiilg to a, whose closure lies in W, and choose f so 
that I?, < f < W .  Our construction of Af then shows that 

Let r -+ 00 , and recall that 

(5) m(W) = sup {Af:  f < WJ,  

by the construction in Theorem 2.14. Thus m(W) = vol (W) for 
every open cell W, and since every cell is the intersection of a decreas- 
ing sequence of open cells, we obtain (a). 

Since vol (W + x) = vol (W), i t  follows that 

holds for every celI E; in particular, (6) hoIds for every box E ;  
Property 2.19(d) therefore implies that (6) holds for every open set 
E; and now (6) follows for every E E 312, since 

m(E) = inf { m ( V ) : E  C V, Vopen). 

This proves (c). 
Finally, suppose p is a translation invariant Borel measure on Rk. 
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Put c = p(QO), where Qo is a 1-box. Since Qo is the union of Znk 
disjoint 2-"-boxes, since these are translates of each other, and since 
m(Qo) = 1, we have 

for every 2-"-box &. Property 2.19(d) now implies that p(E) = cm(E) 
for every open set E, and the regularity of m and p (Theorem 2.18) 
shows that this last equation holds for every Bore1 set E. 

This completes the proof. 

2.21 Remarks If m is the Lebesgue measure on Rk, i t  is customary to 
write L1(Rk) in place of L1(m). If E is a Lebesgue measurable subset of 
Rk, and if m is restricted to the measurable subsets of E, a new measure 
space is obtained in an obvious fashion. The phrase 'YE  Ll on E" or 
"f E L1(E)" is used to indicate that f  is integrable on this memure space. 

If k = 1, if I is any of the sets (a,b) , (a,b], [a, b), [a$], and iff E L1(I), it 
is customary to write 

Since the Lebeague measure of any singIe point is 0, it makes no difference 
over which of these four sets the integral is extended. 
Iff i s  a continuous cornplea: function on [a,bj, then the R h n n  integral 

off and the Lebesgue integral off over [a$] coincide. This is obvious from 
our construction if f(a) = f(b) = 0 and if f ( x )  is defined to be 0 for x  < a 
and for x > b. The general case follows without difficulty. Actually 
the same thing is true for every R.iemann integrable f on [a,b]. Since we 
shall have no occasion to discuss Riemann integrable functions in the 
sequel, we omit the proof and refer to Theorem 10.33 of 1261. 

A natural question, which may have occurred to  some readem, is 
whether every subset of Rk is Lebesgue measurable. I t  is a consequence 
of the axiom of choice that the answer is negative, even for k = 1. 

2.22 Example For real numbers x and y, write x  - y if and only if 
x  - y is rational. I t  is clear that x  - x, that x - y implies y - x, and 
that x - y, y - z implies x  - 2. Thus - is an equivalence relation. 
(In algebraic terminology, letting Q be the additive group of the rational 
numbers, each equivalence class is a coset of Q in R1.) Let E be a set in 
(0,l) which contains exactly one point in every equivalence class. (The 
assertion that there is such a set E is a direct application of the axiom of 
choice.) We claim that E is not Lebesgue measurable. 

As in Sec. 2.19, let E + r = ( x  + r :  x  E Ej. We need two properties 
of E: 



(a) I f x  e  (0,1), then x e E  + r f m  some rational r e  (-1,l). 
(b) If r and s are distinct rationab, then (E + r) n (E + s) = @. 

To prove (a), note that to every x  e  (0,l) there corresponds a y e  E su'ch 
t h a t x ~ y .  If r = x - y, thenx = y + r e E + r .  

Toprove (b), supposexe (E + T) n (E + s). Thenx = y + r = z + s 
for some y E E, z e E .  Since y - z = 8 - r # O ,  we have y -2, and E 
contains two equivalent points, in contradiction to our choice of E. 

Now assume that E is Lebesgue measurable, and put a = m(E). 
Define S = U (E + r), the union being extended over all rational r e ( - 1,l). 
By (b), the sets E + r are pairwise disjoint; since m is translation invar- 
iant, m(E + T) = a for every r ;  since S C (-1,2), m(S) 5 3. The 
countable additivity of m now forces a = 0, and hence m(S) = 0. But 
(a) implies that (0,l) C S, hence 1 < m(S), and we have a contradiction. 

Continuity Properties of Measurable Functions 

Since the continuous functions played such a prominent role in our 
construction of Bore1 measures, and of Lebesgue measure in particular, it 
seems reasonable to expect that there are some interesting relatiow 
between continuous functions and measurable functions. In  this section 
we shall give two theorems of this kind. 

We shall assume, in both of them, that p is a measure on a locally compact 
Hausdorfl space X which has the properties slated in Theorem 2.14. In  
particular, p could be Lebesgue measure on some Rk. 

2.23 Lusin's Theorem Suppose f is a complex m e w a b l e  function on X, 
p(A) < a, f(x) = 0 if x#A,  arul e > 0. Then there mists a geCe(X) 
such W 

Furthermore, we may arrange at so that 

PROOF Assume first that 0 _< f < 1 and that A is compact. Attach 
a sequence { s,,} to f, as in the proof of Theorem 1.17, and put t1 = sl 
and t ,  = s, - s,-~ for n = 2,3,4,  . . . . Then 2% is the character- 
istic function of a set Tu C A, and 

f (x) = 1 t.(x) (Z e X). 
n=l 

Fix an open set V such that A C V and is compact. There are 
compact sets Ku and open sets Vn such that K, C T, C V,, C V and 
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p ( V ,  - Km) < 2-4. By Urysohn's lemma, there are functions h, 
such that K,< h, < .V=. Define 

(4) g(x) = 2 2-"h.(z) ( x  e X) .  
n = f  

This series converges uniformly on X, so g is continuous. Also, the 
support of g lies in P. Since 2-"hn(x) = t,(x) except in V n  - K,, 
we have g(x) = f(x) except in U(Vn - K,), and this latter set has 
measure less than e. Thus (1)  holds if A is compact and 0 f < 1. 

I t  follows that (1)  holds if A is compact and f is a bounded meas- 
urable function. The compactness of A is easily removed, for if 
p(A)  < m t,hen A contains a compact set K with p(A - K )  smaller 
than any preassigned positive number. Next, if f is a complex 
measurable function and if B ,  = ( x :  If(x)l > n ) ,  then nB, = @, so 
p(Bn) --+ 0, by Theorem 1.19(e). Since f coincides with the bounded 
function (1 - xn,) f except on B,, (1)  foIlows in the general case. 

Finally, let R = sup {lf(x)l: x e X I ,  and put p(z) = z if [zj 5 R, 
q(z)  = Rz/IzI if 121 > R. Then q is a continuous mapping of the 
complex plane onto the disc of radius R. If g satisfies (1)  and 
g l  = q 0 g ,  then g l  satisfies (1)  and (2) .  

Corollary Assume that the hypotheses of Lusin's theorem are satisfied and 
that I fl 5 1. Then there i s  a sequence I g n  J such that g ,  e C,(X), Ig,l _< 1, 
and 

f ( x )  = lim gn(x) a.e. 
n+ w 

PROOF The theorem implies that to each n there corresponds a 
g ,  E C , ( X ) ,  with lgnl  5 1, such that p(E,) < 2-%, where En is the 
set of all x at which f(x) # g,(x). For almost every x it is then true 
that x lies in at most finitely many of the sets E, (Theorem 1.41). 
For any such x, it follows that f(x) = g,(z) for all large enough n. 

, 

This gives ( 5 ) .  

2.24 The Vitali-CarathCodory Theorem Suppose f E L1(p), f i s  real- 
calued, and E > 0. Then there exist functions u and v on X such that 
u 5 f 5 v, TL i s  upper semicontinuous and bounded above, v is lower semi- 
continuous and bounded below, and 
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PROOF Assume first that f > 0 and that f is not identically 0. 
Since f is the pointwise limit of an increasing sequence of simple 
functions s,, f is the sum of the simple functions tn = Sn - ssml 
(taking so = O), and since t, is a linear combination of characteristic 
functions, we see that there are measurable sets Ej (not necessarily 
disjoint) and constants ci > 0 such that 

Since 

the series in (3) converges, There are compact sets Ki and open sets 
Vi such that Ki C Ei C Vi and 

Put 

where N is chosen so that 

Then v is lower semicontinuous, u is upper semicontinuous, u 5 f I u, 
and 

N PO 

so that (4) and (6) imply (1 ) .  
In the general case, write f = f+ - f-, attach ul and ul to ff, 

at,tach u2 and v2 to f-, as above, and put u = u1 - 212, v = y~ - UZ. 
Since -v ,  is upper semicontinuous and since the sun1 of two upper 
semicontinuous functions is upper semicontinuous (similarly for 
lower semicontinuous; we leave the proof of this as an exercise), u 
and v have the desired properties. 
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Exerdsee 

In  Exercises 1 to 5, m stands for Lebesgue meaaure on R1. 

1 Given E > 0, construct an open set E C [0,1] which is dense in 
[O, I ] ,  such that m(E) = e. (To say that A is dense in B means 
that the closure of A contains B.) 

2 Construct a totally disconnected compact set K C R1 such that 
m ( K )  > 0. (K is to have no connected subset consisting of more 
than one point.) 

If v is lower semicontinuous and v 5 X K ,  show that actually 
v 5 0. Hence X K  cannot be approximated from below by lower 
semicontinuous functions, in the sense of the Vitali-CarathBodor y 
theorem. 

3 Construct a Borel set. E C Rf such that 

for every nonempty segment I. Is it possible to have m(E) < - 
for such a set? 

4 Show that there are uncountable sets E C R1 with m(E) = 0. 
5 I f f  is a Lebesgue measurable complex function on R1, prove that 

there is a Borel function g on R1 such that f = g a.e. [m]. 
6 Construct a sequence of continuous functions f, on [0,1] such that 

0 < f,, < 1, such that 

but such that the sequence { f , ( x )  j converges for no x E [O,l]. 
7 If { f , , )  is a sequence of continuous functions on [0,1] such that 

0 < f, < 1 and such that f,,(x) -+ 0 as n -, a, for every x E [ O , l j ,  
then 

Try to prove this without using any meaaure theory or any the- 
orems about Lebesgue integration. (This is to impress you with 
the power of the Lebesgue integral. A nice proof was given by 
W. F. Eberlein in Communimlions on Pure and Applied Mathe- 
matics, vol. X, pp. 357-360, 1957.) 

8 If p is an arbitrary positive measure and if j E Ll(p), prove that 
{ x :  f ( x )  # 0 )  has U-finite measure. 

9 Let f be an arbitrary complex function on R1, and define 
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Prove that cp is upper semicontinuous, that f is continuous at a 
point x if and only if q ( x )  = 0, and hence that the se€ of points of 
continuity of an arbitrary complex function is a Ga. 

Formulate and prove an analogous statement for general 
topological spaces in place of R1. 

10 Let (f,) be a sequence of real nonnegative functions on R1, and 
consider the following four statements: 
(a) If f l  and f2 are upper semicontinuous, then f, + fs is upper 

semicontinuous. 
(b) If f I  and f2 are lower semicontinuous, then fI + f2 is lower 

semicontinuous. 
ti 

(c) If each fn is upper semicontinuous, then Z fn is upper semi- 
1 - 

continuous. 
.D 

(d)  If each f, is lower semicontinuous, then Z f, is lower semi- 
1 

continuous. 
Show that three of these are true and that one is false. What 

happens if the word "nonnegative" is omitted? Is the truth of 
the statements affected if R1 is replaced by a general topological 
space? 

11 Let p be a regular Bore1 measure on a compact Eausdorff space X; 
assume p(X)  = 1. Prove that there is a compact set K C X (the 
carrier or support of ,A) such that p(K) = 1 but p(H) < 1 for every 
proper compact subset H of K. Hint: Let K be the intersection 
of all compact K,  with p(K,) = I; show that every open set V 
which contains K also contains some K,. Regularity of p is 
needed; compare Exercise 17. Show that KC is the largest open 
set in X whose measure is O. 

12 Show that every compact subset of R1 is the support of a B o d  
measure. 

13 Is it true that every compact subset of R1 is the support of a con- 
tinuous function? If not, can you describe the class of all com- 
pact sets in Rt which are supports of continuous functions? Is 
your description valid in other topological spaces? 

14 Let X be a metric space, with metric p. For any nonempty 
E C X ,  define 

P E ( X )  = inf { P ( X , Y )  : Y E E 1. 
Show that pg is a uniformly continuous function on X. If A and 
B are disjoint nonempty closed subsets of X, examine the relevance 
of the function 

PA ( x )  
'(') = PA ( x )  + P E ( x )  

to Urysohn's lemma. 
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15 Examine the proof of the Riesz theorem and prove the following 
two statements: 
(a) If El C V1 and E2 C V2, where V1 and V2 aredisjoint open 

sets, then p(El u E2) = p(El) + p(E2), even if El and E2 are 
not in m. 

(b) If E E ~ P ,  then E = N u K I w K ~ u  . . . , where (Ki} isadis- 
jcint countable collection of compact sets and p(N) = 0. 

16 Let X be the plane, with the following topology: A set is open if 
and only if its intersection with every vertical line is an open sub- 
set of that line, with respect to the usud topology of R1. Show 
that this X is a locally compact Hausdorff space. Iff E C,(X), 
let XI, . . . , x, be those values of x for which f(x,y) # 0 for a t  
least one y (there are only finitely many such x!), and define 

Let ps be the measure associated with this A by Theorem 2.14. 
If E is the x-axis, show that p(E) = 00 although p(K) = 0 for 
every compact K C E. 

17 This exercise requires more set-theoretic skill than the preceding 
ones. Let X be a well-ordered uncountable set which has a last 
element wl, such that every predecessor of w I has at most countably 
many predecessors. ("Construction" : take any well-ordered set 
which has elements with uncountably many predecessors, and let 
wl  be the first of these; wl  is called the first uncountable ordinal.) 
For a E X, let P,[S,] be the set of all prede~essors (successors) of 
a, and call a subset of X open if it is a Pa or an So or a P, n Sg or a 
union of such sets. Prove that X is then a compact Hausdorff 
space. (Hint: No well-ordered set contains an infinite decreasing 
sequence.) 

Prove that the complement of the point ol is an open set which 
is not U-compact.. 

Prove that to every f E C(X) there corresponds an a # wl  such 
that f is constant on 8,. 

Prove that the intersection of every countable collection (K,} 
of uncountable compact subsets of X is uncountable. (Hint: 
Consider limits of increasing countable sequences in X which 
intersect each K,  in infinitely many points.) 

Let m  be the collection of all E C X such that either E u {wl}  
or E" u f w l j  contains an uncountable compact set; in the first case, 
define X(E) = 1 ; in the second case, define X(E) =. 0. Prove that 
m is a U-algebra which contains all Bore1 sets in X, that X is a 
measure on x which is not regular (every neighborhood of w l  has 
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measure I), and that 

for every f E C(X). Describe the regular p which Theorem 2.14 
associates with this linear functional. 

18 Does there exist a sequence of continuous real functions f,, on R1 
such that f,(x) -, a if and only if x is rational? What if 
"rational" is replaced by "irrational"? 

19 It is easy to guess the limits of 

~ ( l - ~ ~ ~ l ~ d s  and r(l+i)ne-~&, 

as n -+ co. Prove that your guesses are correct. 
20 If m is Lebesgue measure on Rk, prove that m(-E) = m(E), 

where - E = ( -x : x E El ,  and hence that 

for all f s Lf(Rk). 

21 There is an error in the final computation on p. 46. Find it. 
Show that  p(K)  5 A(&) by a variation of the argument used in 
Step I1 (replace + by < 1, let a -+ 1) and check that the follow- 
ing computation is correct : 



Convex Functions and Inequalities 

Many of the most common inequalities in anaIysis have their origin 
in the notion of convexity. 

3.1 Definition A real function p defined on a segment (a,b), where 
- oo 2 a < b 5 oo, is called convex if the inequality 

holds whenever a < x < b, a < y < b, and 0 j X 5 1. 
Graphically, the condition is that if x < t < y, then the point ( t ,v ( t ) )  

should lie below or on the line connecting the points (x,p(x)) and ( y , v (y ) )  
in the plane. Also, (1) is equivalent to the requirement that 

v ( t>  - ~ ( 4  v(u> - v ( t )  
t - s  I u - t  

whenever a < s < t < u < b. 
The mean value theorem for differentiation, combined with (2), shows 

immediately that a real differentiable function p is convex in (a,b) if and 
only if a < a < t < b implies pl(s) 2 p'(t), i.e., if and only if the deriva- 
tive v' is a monotonically increasing function. 

For example, the exponential function is convex on ( - 00 , a ) .  

3.2 Theorem If p is mvex on (a$), then p iS continuous on (a, b). 

PROOF The idea of the proof is most easily conveyed in geometric 
language. Those who may worry that this is not "rigorous" are 
invited to transcribe it in terms of epsilons and deltas. 

Suppose a < s < x < y < t < b. Write S for the point (a,v(s))  
in the plane, and deal simiIarly with x ,  y, and t .  Then X is on or 
below the line SY, hence Y is on or above the line through S and X; 
aIso, Y is on or below XT. As y + x, it follows that Y -+ X, i-e., 
60 



q(y) + p(x). Left-hand limits are handled in the same manner, and 
the continuity of 9 follows. 

Note that this theorem depends on the fact that we are working on m 
open segment. For instance, if q(x) = 0 on [0,1) and v( l )  = I, then ( p  

satisfies 3.1(1) on [O,1] without being continuous. 

3.3 Theorem (Jenren'e Inequality) Let p be a po&tive measure on a 
u-crlgebra in a set Q, so that p(Q) = 1. I f f  is a red  f unc th  ia Lib), i f  
a < f(x) < b for all x r 8,  and i f  q is convex on (a,b), then 

Noh: The cmw a = - a and b = .o are not excluded. 

PROOF Put t = JQ f dp. Then a < t < b. If @ is the supremum of 
the quotients on the left of 3.1 ( Z ) ,  where a < s < t, then @ is no larger 
than any of the quotients on the right of 3.1 (2), for m y  u t (t,b). It 
follows that 

(2) v(s) 2 + C9(s - t )  (a < s < b). 

Hence 

(3) v ( f (x ) )  - 9(t) - B(f(x) - t )  2 0 

for every x t 0. Since q~ is continuous, 9 0 f is measurable. If we 
integrate both sides of (3) with respect to p, (1) follows from our 
choice of t  and the assumption p(8) = 1. 

To give an example, take q(x) = P. Then (1) becomes 

If Q is a finite set, consisting of points pl, . . . , p,, say, and i f  

d t ~ i l > = l / n ,  f ( p i ) = z i ,  
(4) becomes 

exp {: (x ,  + + x.) 5 --(P + . + 6. l 1  
for real Xi .  Putting yi = @, we obtain the familiar inequality between 
the arithmetic and geometric means of n positive numbers: 

Going back from this to (4), it should become clear why the left, and right 
sides of 
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are often d e d  the geometric thd arithmetic means, respectively, of the 
positive function g. 

If we take p( (p i ) )  = dli > 0, where Zai = 1, then we obtain 

in place of (6). These are just a few samples of what is contained in 
Theorem 3.3. 

For a converse, see Exercise 20. 

3.4 Definition If p and q are positive real numbers such that p + q = pq, 
or equivalently 

then we call p and q a pair of conjug& ezponents. It is clear that (1) 
implies 1 < p < 4, and 1 < q < a. An important special case is 
p = q = 2 .  

As p + 1, (1)  forces q + w . Consequently 1 and oo are also regarded 
as a pair of conjugate exponents. 

3.5 Theorem Let p and q be conjugah exponents, 1 < p < 00. Let X be 
a ntensure space, with measure p. Let f and g be measurable functions on X ,  
with range in [O,w]. Then 

The inequality (1) is HiSlder's, (2)  is Minkowski's. If p = q = 2, (1) 
is known as the Schwarz inequality. 

PROOF Let A and B be the two factors on the right of (1). If A = 0, 
then f = 0 a.e. (by Theorem 1.39); hence fg = 0 a.e., so (1)  holds. 
If A > 0 and B = 00, (1) is again trivial. So we need consider only 
t h e c a s e O < A <  w , O <  B <  00, Put 

(3) f F = -  A' G = jj* B 

This gives 

If x t X is such that 0 < F ( z )  < oo and 0 < G(x) < 00, there are 
real numbers s And t such that F(x)  = ealp, G ( x )  = e6"J. Since 



l /p  + l / q  = 1 ,  the convexity of the exponential function implies 
that 

It follows that 

for every x e X. Integration of (6 )  yields 

by (4) ; inserting (3) inw (7),  we obtain (1) .  
To prove (2), we write 

Holder's inequality gives 

Let (9') be the inequality ( 9 )  with f and g interchanged. Since 
( p  - l ) q  = p, addition of (9)  and (9') gives 

Clearly, it is enough to prove (2) in the case that the left side is 
greater than 0 and the right side is less than a. The convexity of 
the function t P  for 0 < t < 00 shows that 

Hence the left side of (2) is less than GO, and (2) follows from (10) if 
we divide by the first factor on the right of ( l o ) ,  bearing in mind that 
1 - l / q  = l / p .  This completes the proof. 

It  is sometimes useful to know the conditions under which equality 
can hold in an inequality. In many cases this information may be 
obtained by examining the proof of the inequality. 

For instance, equality holds in (7) if and only if equality holds in (6) 
for almost every x. In (9, equality holds if and only if 8 = t. Hence 
"Fp = Gq a.e." is a necessary and sufficient condition for equality in (7), 
if (4)  is aammed. In terms of the original functions f and g, the follo&ng 
result is then obtained: 

Assuming A < .o and B < 0 0 ,  equality holds in (1)  i f  and only i f  there 
are conslants u and 8, not both 0, mch that up = pgq a.e. 

We leave the d o g o u s  discussion of equality in (2) as an exercb. 

ansonli
反白
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The LP-spaces 

In this section, X will be an arbitrary measure space with a positive 
measure p. 

3.6 Definition If 0 < p < 00 and if f is a complex measurable function 
on X, define 

and let LP(p )  consist of all f for which 

We call l l  f l l P  the LP-norm of f. 
If p is Lebesgue measure on Rk, we write Lp(Rk) instead of L P ( ~ ) ,  as in 

Sec. 2.21. If p  is the counting measure on a set A ,  it is customary to 
denote the corresponding LP-space by @(A), or simply by CP, if A is 
countable. An element of 4, may be regarded as a complex sequence 
x = { t R l ,  and 

m 

3.7 Definition Suppose g: X --+ [0, ool is measurable. Let S be the set 
of all real a such that 

If S = a, put p = a. If S # a, put j3 = inf S. Since 

and since the union of a countable collection of sets of measure 0 has meas- 
ure 0, we see that 0 E S. We call 0 the essential supremum of g .  

If f is a complex measurable function on X, we define 11 film to be the 
essential supremum of Ifl, and we let Lm(p) consist of all f for which 
I[ f 1 1  < a . The members of P i p )  are sometimes called the essentiullg 
bounded measurable functions on. X. 

It follows from this definition that the inequalitg If (x)( 2 X hoZda for 
almost all x if and only if X 2 1 1  fjl,. 

As in Definition 3.6, Lm(Rk) denotes the class of all essentially bounded 
(with respect to Lebesgue measure) functions on Rk, and tm(A) is the 
class of all bounded functions on A. (Here bounded means the same as 
essentially bounded, since every nonernpty set has positive measure!) 



3.8 Theorem I j  p and q are conjugate exprments, 1 5 p I oo, and i f  
f e Lp(p) and g t L Q ~ ) ,  thenfg e L1 (p ) ,  and 

PROOF Por 1 < p < a ,  (1)  is simply Holder's inequality, applied 
to 1 fl and l g [ .  If p = a, note that 

for almost all x; integrating (2), we obtain (1). If p = 1 ,  then 
q = a, and the same argument applies. 

3,9 Theorem Suppose 1 5 p I m, and f r L P ( ~ ) ,  g E Lp(p). Then 
f + g E LP(P) ,  and 

PROOF For 1  < p < a, this follows from Minkowski's inequality, 
since 

For p = 1 or p = a, (1) is a trivial consequence of the inequality 
I f  + 91 I I f 1  + lsl. 

3.10 Remarks Fix p,  1 5 p 5 a .  If f r L P ( ~ )  and a is a complex 
number, it is clear that af r Lp(p). Tn fact, 

I n  conjunction with Theorem 3.9, this shows that D ( p )  is a cornplea: vector 
space. 

Suppose f, g, and h are in I , P ( ~ ) .  Replacing f by j - g and g by g - h 
in Theorem 3.9 ,  we obtain 

( 2 )  l l f  - hll, 5 l l f  - 911, + 11s - hl!P. 

This suggests that a metric may be introduced in Lp(r)  by defining the 
distance between f and g to be / I f  - slip. Call this distance d ( f , g )  for 
the moment. Then 0 I d(;f,g) < 0 0 ,  d ( j J )  = 0, d ( f , g )  = d(g , f ) ,  and 
(2 )  shows that the triangle inequality d ( f ,h )  5 d ( f , g )  + d(g,h) is satisfied. 
The only other property which d  should have to define a metric space is 
that d ( f , g )  = 0 should imply that f = g. In our present situation this 
need [lot be so; we have d ( f , g )  = 0 precisely when f(x) - g(x)  for almost 
all x. 

Let, us write f - g if and only if d ( j , g )  = 0. It is clear that this is an 
equivalence relation in Lp(p) which partitions L P ( ~ )  into equivalence 
classes; each class consists of a11 functions which are equivalent to a given 
one. If F and G are two equivalence classes, choose f E F and g r G,  and 
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d e h c  d(F,G) = d(f,g) ; note that f - f and g N g , implies 

so that d(F,G)  is well defined. 
With this definition, the set of equivalence classes is %ow a metric 

space. Note that it is also a vector space, since f - f l  and g - g1 implies 
f + g -f l  + g1 and orf-aji- 

When LP(P) is regarded as a metric space, then the space which is 
really under consideration is therefore not a *am whose elements are func- 
tions, but a space whose elements are e q u i v h  classes of functions. For 
the sake of simplicity of language, it is, however, customary to reIegate 
this distinction to the status of a tacit understanding and to continue to 
speak of LP(P) as a space of functions. We shall follow this custom. 

If { f n  ) is a sequence in LP(P), if f t LP(P), and if lim Ilf ,  - dl, = 0, we 
n+ 

say that f f, ) cmerges to j i n  LP(P) (or that ( f, f converges to f in the 
mean of order p, or that { f n )  is LP-convergent to f). If to every E > 0 
there corresponds an integer N such that I j f n  - f,,,ll, < E as soon aa n > N 
and m > N, we call { f,] a Cauchy sequence in L P ( ~ ) .  These defmitions 
are exactly as in any metric space. 

It is a very important fact that LP(P) is a complete metric space, i-e., 
that every Cauchy sequence in LP(P) converges to an element of LP(P) : 

3.11 Theorem LP(P) is  a complete melric spa,ce, for 1 < p j and for 
every positive measure p. 

PROOF Assume first that 1 5 p < a. Let {f,) be a Cauchy 
sequence in LP(P). There is a subsequence {fni) ,  n1 < n* < 9 

such that 

Put 

Since (1) holds, the RIinkowski inequality shows that llgkllp < 1 
for k = 1, 2, 3, . . . , 'Hence an application of Fatou's lemma to 
(gkp) gives /lgllp 2 1. In partic~~Br, g(z) < a a.e., so that the series 

converges absolutely for almost every x E X. Denote the sum of (3) 
by f (x), for those x at which (3) converges; put f (x) = 0 on the remain- 



ing set of measure zero. Since 
k - 1 

we see that 

(5) f(x)=limfni(x) a.e. 
f4 m 

Having found a function f which is the pointwise limit a.e. of 
f fni f , we now have to prove that this f is the Lp-limit of ( fn ) .  Choose 
e > 0. There exists an N such that Ijfm - fmlr, < E if n > N and 
m > N. For every m > N, Fatou's lemma therefore shows that 

We conclude from (6) that f - fm e Lp(ct), hence that f e Lp(&) 
[since f = (f - fm) + fm], and finally that Ilf - f,l], --+ 0 as m + a. 
This completes the proof for the case I I p < a. 

In Lm(p) the proof is much easier. Suppose {f,) is a Cauchy 
sequence in Lm(p), let. Ak and B,,, be the sets where 1 fk(x) 1 > J J f k l l m  

and If,($) - fm(x)l > /If, - fmll,, and let E be the union of these 
sets, for k, m, n = 1, 2, 3, . . . . Then p(E) = 0, and on the com- 
plement of E the sequence { f, j converges uniformly to a bounded func- 
tion f. Define f(x) = 0 for x t E. Then f e Lm(p), and Ij f, - f J m  -, 
Oaan- a. 

The   receding proof contains a result which is interesting enough to be 
stated separately : 

3.12 Theorem If 1 5 p 5 03 and if f f,,f is a Cauchy sequence in Lp(p), 
with limit f ,  then ( f, ) has a subsequence which converges pointwise almost 
everywhere to f (x). 

The simple functions play an interesting role in LPb) : 

3.13 Theorem Let S be the class of all complex, measurable, ~ m p l e  func- 
tions on X such h t  

PROOF First, it is clear that S C L P ( ~ ) .  Suppose f 2 0, f I Lp(p), 
and let (s,) be as in Theorem 1.17. Since 0 < s, 5 f, we have 
s, e L P ( ~ ) ,  hence s, E S, Since I f - s , l p  2 fp, the dominated con- 
vergence theorem shows that 11 f - sn 1 /, -+ O as n + . Thus f is 
in the Lp-closure of S. The general case (f complex) follows from 
this. 
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Approximation by Continuous Functions 

So far we have considered Lp(p) on any measure space. Now let X 
be a locally compact Hausdorff space, and let p be a measure on a a-algebra 
nt in X ,  with the properties stated in Theorem 2.14. For example, X 
might be Rk, and p might be Lebesgue measure on Rk. 

Under these circumstances, we have the following analogue of Theorem 
3.13 : 

3.14 Theorem For 1 5 p < a, C , ( X )  i s  dense in Lp(p). 

PROOF Define X as in Theorem 3.13. If a r S and > 0, there 
exists a g E C,(X) such that g(x) = s(x) except on a set of measure 
< E ,  and 191 5 11s1Irn (Lusin's theorem). Hence 

Since S is dense in L P ( ~ ) ,  this completes the proof. 

3.15 Remarks Let us discuss the relations between the spaces Lp(Rk) 
(the LP-spaces in which the underlying measure is Lebesgue measure on 
Rk) and the space C,(Rk) in some detail. We consider a fixed dimension k. 

For every p r [I ,  .c j we have a metric on C,(Rk); the distance between 
f and g is [If - g l l P .  Note that this is a genuine metric and that we do 
not have to pass to equivalence classes. The point is that if t'wo con- 
titluous funct ioils on Rk are not identical, then they differ on some non- 
empty ope11 set V, and m(V)  > 0,  since V contains a k-cell. Thus if two 
members of C,(Rk) are equal a.e., they are equal. I t  is also of interest 
to note that in C,(Rk) the essential supremum is the same as the actual 
supremum : for f  r Ct(Rk) 

If 1 < p < a;, Theorem 3.14 says that C,(Rk) is dense in Lp(Rk)), and 
Theorem 3.11 shows that Lp(Rk) is complete. Thus Lp(Rk} is  the com- 
plefion of the metric space which is obtained by endowing C,(Rk) with the 
L~-ntel~"ic. 

The cases p = 1 and p = 2 are the ones of greatest interest. Let us 
state once more, in differellt words, what the preceding result says if 
p = 1 and k = 1; the stateme~it shows that the Lebesgue integral is 
indeed the "right" generalization of the Riemann integral : 

If the distance between two continuous funcliona f  and g ,  with compact 
supporfs  in R1, i s  dejned to be 



the completion of the resulting metric space consists precisely of the Lebesgue 
integrable functions on R1, provided we identify any two that are equal almost 
everywhere. 

Of course, every metric space S has a completion S" whose elements 
may be viewed abstractly as equivalence classes of Cauchy sequences in 
S (see [26], p. 71). The important point in the present situation is that 
the various LP-compIetions of C,(Rk)  again turn out to be spaces of func- 
tions on Rk. 

The case p = GO differs froin the cases p < GO. The L"-completion of 
C,(Rk) is  not Lco(Rk) , but is  Co(Rk)  , the space of all continuous functions on 
Rk which "vanish at infinity," a concept which will be defined in Sec. 3.16. 
Since (1) shows that the Lm-norm coincides with the supremum norm on 
C,(Rk), the above assertion about Co(Rk)  is a special case of Theorem 3.17. 

3.16 Definition A complex function f on a locally compact HausdorfT 
space X is said to  vanish at infinity if to every c > 0 there exists a compact 
set K C X such that If(x)l < e for all x not in K .  

The class of all continuous f on X which vanish at infinity is called 
Co(X). 

It is clear that C, (X)  C C o ( X ) ,  and that the two classes coincide if X 
is compact. In that case we write C ( X )  for either of them. 

3.17 Theorem If X i s  a locally compact Hausdor.  space, then C o ( X )  is the 
completion of C , (X) ,  relative to the metric defined by the supremum norm 

PROOF An elementary verification shows that C o ( X )  satisfies the 
axioms of a metric space if the distance between f and g is taken to 
be f l  f - gll. We have to show that (a)  C,(X) is dense in C o ( X )  and 
(b)  Co(X) is a complete metric space. 

Given f t Co(X)  and, c > 0, there is a compact set K so that 
I f  ( x )  1 < c outside K. Urysohn's lemma gives us a function g E C,(X) 
such that 0 5 g 5 1 and g(x)  = 1 on K. Put h = fg. Then 
h e C,(X) and 11 f - hJJ < e. This proves (a). 

To prove (b), let ( fn j be a Cauchy sequence in C o ( X ) ,  i.e., assume 
that f f n )  converges uniformly. Then its pointwise limit function f 
is continuous. Given c > 0, there exists an n so that I] f ,  - f l  < c/2 
and there is a compact set K so that If,(x) 1 < 4 2  outside K. Hence 
1 f ( x )  1 < c outside K, and we have proved that f vanishes a t  infinity. 
Thus Co(X) is complete. 

ansonli
反白
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Exercises 

1 Prove that the supremum of any collection of convex functions 
on (a$) is convex on (a$) and that point.wise limits of sequences 
of convex functions are convex. What can you say about upper 
and lower limits of sequences of convex functions? 

2 If p is convex 011 (a$) and if J, is convex and nondecreasing on 
the range of (P, prove that  J, 0 p is convex on (a$).  For (P > 0, 
show that the convexity of log p implies the convexity of p, but 
not vice versa. 

3 Assume that (P is a continuous reaI function on (a$) such that 

1 " + I 5 p(x) + ij P ( Y )  '(I) 
for all x  and y E (a$). Prove that (P is convex. (The conclusion 
does not follow if continuity is omitted from the hypotheses.) 

4 Suppose f is a complex measurable function on X, p is a positive 
measure on X, and 

Let E = { p :  p(p) < a). Assume 11jl1., > 0. 
(a )  I f  r  < p < s, r e  E, and s  a  E, prove that  p a  E. 
(b )  Prove that log p is convex in the interior of E and that cp is 

continuous on E. 
(c) By (a),  E is connected. Is E necessrtrily open? Closed? 

Can E consist of a singIe point? Can E be any connected 
subset of (0, e)? 

(4 If r < P < s ,  pmve that i l f / / p I  max ( I l f ~ l n l I f l l ~ )  Hence 
Lr(d n X f ( p )  C L p ( p ) .  

(e) Assume that 1 f 1 1 ,  < a for some r < w and prove that 

5 Assume, in addition to the hypotheses of Exercise 4, that 

(a)  Prove that ( I f  (1, 5 / I f  If8 if 0 < r < s 2 w .  

(b)  Under what conditions does it happen that  0 < r < s I a 
and I l f  Ill. = l l f  118 < a ? 

(c) Prove that X;'(p) 3 La(p) if 0  < T < s. Under what condi- 
tions do these two spaces contain the same functions? 



(d) Assume that 11 f  11. < for some r > 0, and prove that 

if exp ( - a j is defined to be 0. 
6 Let rn be Lebesgue measure on [O,1], and define 11 j I l l ,  with respect 

to m. Find d l  functions @ on [0, a )  such that the relation 

holds for every bounded, measurable, positive j. Show first that 

Compare with Exercise 5 (d). 
7 For some measures, the relation r < s implies LT(p) C La(p); for 

others, the inclusion is reversed; and there are some for which 
LT(p) does not contain IIb(p) if r # s. Give examples of these 
situations, and find conditions on p under which these situations 
will occur. 

8 If g is a positive function on (0,1) such that g(x) --+ w as x + 0, 
then there is a convex function h on (0,1) such that  h 5 g and 
h(x) + .o as x + 0. True or false? Is the problem changed if 
(0,1) is replaced by (0, w ) and x -+ 0 is replaced by x + a ?  

9 Suppose j is Lebesgue measurable on (0,1), and not essentially 
bounded. By Exercise 4(e), fljllP-+ 00 as p +  00. Can lljllP 
tend to  .o arbitrarily slowly? More precisely, is it true that to 
every positive function iP on (0, a )  such that @(p) -+ a as p + 00 

one can find an f such that (1 jfl, --, Q as p + w , but 11 fill, I @(p) 
for all sufficiently large p? 

10 Suppose f, 8 for n = 1 ,2 ,3 ,  . . . , and I l f ,  - jl[, + 0 and 
j, -+ g a.e., as  n -+ a. What relation exists between j and g? 

11 Suppose p(Q) = 1, and suppose j and g are positive measurable 
functions on Q such that jg 2 1. Prove .that 

12 Suppose p(8) = 1 and h: 8 4 [0, a ]  is measurable. If 

A = Jab d ~ ,  
prove tha t  

If p is Lebesgue measure on [0,1] and if h is continuous, h = f ,  
the above inequalities have a simple geometric interpretation. 
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From this, conjecture (for genera1 Q) under what conditions on h 
equality can hold in either of the above inequalities, and prove 
your conjecture. 

13 Under what conditions on f and g does equality hold in the con- 
clusions of Theorems 3.8 and 3.91 You may have to treat the 
cases p = 1 and p = 00 separately. 

14 Suppose 1 < p < a, f e LP = Lp((0 ,  a )), re1 ative to Lebesgue 
measure, and 

(a) Prove Hardy's inequality 

which shows that  the  mapping f F carries LV into L P .  
(b) Prove that equality holds only if f = 0 a.e. 
(c) Prove that the constant p / ( p  - 1) cannot be replaced by a 

smaller one. 
(4 If f > 0 and f E L I ,  prove that F +!L1. 

Suggestions: (a) Assume first that f 2 0 and f e C,((O, a ) ) .  
Integration by parts gives 

1- FP(x) d x  = - p  Lrn F ~ l ( x ) x F ' ( x )  d x .  

Note that xF' = f - F ,  and apply Holder's inequality to  
$Fp-If. Then derive the general case. (c) Take f ( x )  = x2lIP 
on [1,A], f ( x )  = 0 elsewhere, for large A. 

15 Suppose (a , }  is a sequence of positive numbers. Prove that 

.Y 

if 1 < p < m .  Hint: If a, > a , + ~ ,  the result can be made to 
follow from Exercise 14. This special case implies the general one. 

16 Prove Egoroff's theorem: If p(X) < a,  if { f , )  is a sequence of 
complex measurable functions which converges pointwise at  every 
point of X, and if E > 0 ,  there is a measurable set E C X, with 
p(X - E) < e, such that  { f ,  converges uniformly on E. 

(The conclusion is that  by redefining the $, on a set of arbi- 
trarily small measure we can convert a pointwise convergent 
sequence to a uniformly convergent one; note the similarity with 
Lusin's theorem.) 
Hint: Put 



and show that  there is a suitably increasing sequence {nk] such 
that E = nS(nk,lc) has the desired property. 

Does the resuIt extend to  U-finite spaces? 
17 Suppose p is a positive measure on X, I _< p < .o, f E LP(c.(), 

fAELp(~)rfn(x)+f(x)  a-e-, and ( \ f W l ( , +  lIf( l , ,  asnj Prove 
that then JJf - f,JJ,+ 0 as n +  a. 

Hint: Assume Ilfn//, = 11 f ! l p  = 1 for all n. P u t  X = A u 23, 
where $ A [  f lp < E. Apply Fatouts lemma to $ e l  f . 1 ~  ,and conclude 
that the  upper limit of $ A /  f . 1 ~  is a t  most a Show tha t  matters 
can be so arranged (by Egoroff's theorem) that If,) converges to 
f uniformly on B. 

Show that  the conclusion is false if the hypothesis / l f n l l P  + 11 f ] I P  
is omitted, even if p(X) < a. 

18 Let p be a positive measure on X .  A sequence { f,) of complex 
measurable functions on X is said to converge i n  measure to the 
measurable function f if to every E > 0 there corresponds an N 
such that  

~ ( ( ( 5 :  Ifn(x) - f(x)l > €1) < 
for all n > N .  (This notion is of importance in probability 
theory.) Assume p(X) < 00 and prove the following stat.ements: 
(a) If f.(x) -+ f(x) a-e., then f, -, f in measure. 
(b) If f,, e L,(p) and fif,, - f 11, -+ 0, then f, -+ f in measure; 

here I 5 p < 
(c) If f,, -+ f i n  measure, then (f,) has a subsequence which con- 

verges to f a.e. 
Investigate the converses of (a) and (b ) .  What happens to 

(a), (b), and (c) if p(X) = a, for instance, if p is Lebesgue 
measure on R1? 

19 Define the essential range of a function f E Lao(p) to  be the set Rf 
consisting of d l  complex numbers w such that 

If(x> - wl < €1) > 0 
for every E > 0. Prove that  Rf is compact. What relation 
exists between the set Rf and the number 1 1  f Itao? 

Let Ai be the set of all averages 

where E E and p(E) > 0. What relations exist between A, 
and Rf? Is A/ always closed? Are there measures p such that 
Af is convex for every f e LW(p)? Are there measures p such 
that  A fails to be convex for some f E L*(c.()? 

How are these results affected if LoD(C.() is replaced by L1(p), for 
instance? 
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20 Suppose p is a r ed  function on R1 such that  

for every red bounded measurable f. Prove that (P is then 
convex. 

21 Call a metric space Y a completion of a metric space X if X is 
dense in Y and Y is complete. I n  Sec. 3.15 reference was made 
to  "the" compIetion of a metric space. State and prove a unique- 
ness theorem which justifies this terminology. 



Elementary Hilbert 

Space Theory 

Inner Products and Linear Functionals 

4.1 Definition A complex vector space H is called an inner product 
space (or unitary space) if to each ordered pair of vectors x and y E H 
there is associated a complex numder (z,y), the so-called "inner product" 
(or "scalar productf') of x and y, such that the following rules hold: 

(a) (y,x) = (G). (The bar denotes complex conjugation.) 
(b)  (x + y, 2 )  = (x ,~)  + (y,z) if x, y, and 8 H .  
(c) (m,y) = ar(x,y) if x and y 8 H and ar is a scalar. 
(d) (x,x) 2 0 for all x 8 H. 
(e) (x,x) = 0 only if x = 0. 

Let us list some immediate consequences of these axioms : 

(c) implies that (0,y) = 0 for all y 8 H. 
(b) and (c) may be combined into the statement: For every y E H, the 

mapping x + (x,y) is a linear functional on H. 
(a) and (c) show that (x,ay) = a(x,y). 
(a) and (b) imply the second distributive Iaw: 

(2, X + 9) = (z,x) + (z,Y)* 
By (d), we may define Ilxll) the norm of the vector x 8 H, to be 
the nonnegative square root of (x,x). Thus 

0 Ilxll" (3,~). 
4.2 The Schwarz Inequality The properties 4.1 (a) to (d) imply that 

t(x,9)I 5 11x11 11311 
for a l lxand  y E H .  

75 
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PROOF Pu t  A = Ilx]12, B = J(x)y)l, and C = Ilyl14. There is a com- 
plex number a such that la1 = 1 and a(y,x) = BB. For any real r, 
we then have 

The expression on the left is real and not negative. Hence 

for every real r. If C = 0, we must have B = 0, otherwise (2) is 
false for large positive r. If C > 0, take r = B/C in (2), and obtain 
B4 5 AC. 

4.3 The Triangle Inequality For x and y E HJ we have 

PROOF By the Schwars inequality, 

4.4 Definition It follows from the triangle inequality that 

If we define the distance between x and y to be [lx - 911, d l  the axioms for 
a metric space are satisfied; here, for the first time, we use part (e) of 
Definition 4.1. 

Thus H is now a metric space. If this metric space is complete, i.e., 
if every Cauchy sequence converges in H, then H is called a HiZbert space. 

Throughout the rest of this chapter, the letter H will denote a Hilbert 
9 

space. 

4.5 Examples 

(a) For any fixed n, the set Cn of all n-tuples 

where 41, . . . , f ,  are complex numbers, is a Hilbert space if 
addition and scalar multiplication are defined componentwise, as 
usual, and if 

n 

( x , ~ )  = 2 4jfj (y = (71, 0 * . ,7n))- 
j=l 

(b) If p is any positive measure, L2(p) is a Hilbert space, with inner 
product 

( $ 9 ~ )  = /, $0 dr- 
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The  integrand on the right is in L1(p), by Theorem 3.8, so that 
V,g) i s  well defined. Note that 

The completeness of Lyp)  (Theorem 3.11) shows that L 2 ( 4  is 
indeed a Hilbert space. [We recall that L2(10 should be regarded 
as a space of equivalence classes of functions; compare the dis- 
cussion in Sec. 3.10.1 

For H = L2tP), the inequalities 4.2 and 4.3 turn out to be 
special cases of the inequaIities of Hijlder and Minkowski. 

Note that Example (a) is a special case of (b). What is the 
measure in (a)? 

(c) The  vector space of a11 continuous complex functions on [0,1] is 
a n  inner product space if 

but  is not a Hilbert space. 

4.6 Theorem For any fixed y 8 H, the mappings 

are wntinuous functions on H .  

aRoopl The Schwarz inequality implies that 

which proves that x -+ (x, y) is, in fact, uniformly continuous, and 
the same is true for x + (y,x). The triangle inequality llxlll -< 
11x1 - 2211 + llxtll yields 

1134 - 11~211 I 11x1 - x2ll, 
and if we interchange xI and x2 we see that 

I l l ~ l ~ l  - Ilzzlll I 11x1 - 41 
for a11 XI and 2 2  E H. Thus x + llxll is aho uniformly continuous. 

4.7 Subspaces A subset M of a vector space V is called a subspace of V 
if M is itself a vector space, relative to the addition and scalar multiplic* 
tion which are defined in V. A necessary and sufficient condition for a 
set M C V to be a subspace is that  x + y E M and ax 8 M whenever 
x and y e M and a is a scalar. 

I n  the vector space context, the word "subspace" will always have this 
meaning. Sometimes, for emphasis, we may use the  term "linear sub- 
space" in place of subspaice. 
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For example, if V is the vector space of d l  complex functions on a set S, 
the set of all bounded complex functions on S is a subspace of V, but the 
set of aH j a V with I j(x)l 5 1 for all x a S is not. The real vector space 
R8 has the following subspaces, and no others: (a) R8,  ( b )  all planes 
through the origin 0, (c)  all straight lines through 0, and ( d )  { O } .  

A closed subspace M of H is a subspace which is a closed set relative to 
the topology induced by the metric of H. 

4.8 Convex Sets A set E in a vector space V is said to be convex if it has 
the following geometric property: Whenever x a E, y a E, and 0 < t < I ,  
the point 

zt = (1 - t ) x  + ty  

also lies in E. As t runs from 0 to 1, one may visualize zt as describing a 
straight line segment in V, from x to y. Convexity requires that E con- 
tain the segments between any two of its points. 

It is clear that  every subspace of. V is convex. 
Also, if E is convex, so is each of its translates 

4.9 Orthogonality If ( x , y )  = 0 for some x and y E H, we say that x is 
orthogonal to y, and sometimes write x L y. Since ( x , y )  = 0 implies 
( y , x )  = 0, the relation L is symmetric. 

Let xL  denote the set of d l  y a H which are orthogonal to x ;  and if M 
is a subspace of H ,  let M L  be the set of aH y E H which are orthogonal to 
every x a M. 

Note that  x L  is a subspace of H,  since x 1 y and x I y' implies 
x L ( y  + 9') and x L a y .  Also, x L  is precisdy the set of points where 
the continuous function y + (x , y )  is 0. Hence xL  is a closed subspace of 
H. Since 

M" = n x", 
z e M  

M L  is an intersection of closed subspaces, and it follows that M L  is a 
closed subspace of H .  

4.10 Theorem Every n m m p t y ,  closed, convex set E in a Hilbert space H 
contains a unique element of smallest norm.  

In  other words, there is one and only one xo a E such that  llxoll 2 l l ~ l l  
for every x a E. 

PROOF An easy computation, using only the properties listed in 
Definition 4.1, establishes the identity 
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This is known as' the parallelogram law: If we interpret llxll to be the 
length of the vector x, (1) says that the sum of the squares of the 
diagonals of a parallelogram is equal to the sum of the squares of its 
sides, a familiar proposition in plane geometry. 

Let 6 = inf {![x11: x s E l .  For any x and y E E ,  we apply ( 1 )  to 
+x and &y and obtain 

Since E is convex, (x + y)/2 E E. Hence 

(3 )  113 - y\I2 I 211~11~ + 211y112 - 4a2 ( x  and y E E ) .  

If also llxll = 11y11 = 6 ,  then (3) implies x = y, and we have proved 
the uniqueness assertion of the theorem. 

The definition of 6 shows that there is a sequence { y, f in E so that 
[ly.ll-+ 6 as n -+ m. Replace x and y in (3 )  by y, and y,. Then, 
as n + .o and rn + m, the right side of (3) will tend to 0. This 
shows that ( 9 , )  is a Cauchy sequence. Since H is compIete, there 
exists an xo s H so that y, + $0, i.e., ]lyn - xoll 4 0,  as n + 00. 
Since y, s E and E is closed, X O  e E. Since the norm is a continuous 
function on H (Theorem 4.6), i t  follows that 

4.11 Theorem Let M be a closed subspace of H. There exists a unique 
pair of mappings P and Q such that P maps H into M ,  Q maps H into M L ,  
and 

for all x s H .  These mappings hwe the following further properties: 

(2)  If x s M ,  then P x  = x, Qx = 0 ;  ij x E M I ,  then P X  = 0, &X = x. 

(5)  P and Q are linear mappings. 

Corollary I j  A4 # H, there exists a y 8 H ,  y # 0 ,  such that y 1 M. 

P and Q are called the orthogonal projections of H onto M and ML. 

PROOF For any x s H ,  the set x + M = { x  + y :  y ~ 2 1 f l  is closed 
and convex, Define Qx to be the unique element of smallest norm in 
x + M; this exists, by Theorem 4.10.  Define P x  = x - Qx. Then 
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(1) holds. Since Qx e x  + M ,  it is clear tbat P x  a M. Thus P maps 
H into M, 

We next have to show that ( Q x , ~ )  = 0 for all y  e  M. Assume 
llyll = 1, without bss of generality, and put z = Qx. The minimal 
property of Qx shows that 

for every scalar a. This simplifies to 

With a = ( z , y ) ,  this givw 0 5 - I(z,y)Ie, so that ( z , y )  = 0. Thus 
Q maps H into M L .  

Now if x = xo + xl ,  with xo P M, x1 a ML, then 

Sincexo- P x e M , Q x  - xlaML,andMnML = {O)[animrnediate 
consequence of the fact that (x,x)  = 0 implies x = 01, we have 
xo = P x ,  x1 = Qx, which proves the uniqueness assertion. 

The linearity of P and Q is proved similarly: applying, (1) to x,  
to y, and to ax + By, we obtain 

The left side is in M, the right side in ML; hence both are 0, so P 
and Q are linear. 

Property (2) follows from (1); (3) was iused to define P ;  and (4) 
follows from (I), since (Px,Qx)  = 0. TO prove the corollary, take 
x r H ,  x  # M, and puty = Q x ;  since x z P x ,  y  z 0. 

W; have already observed that x -+ (x,y)  is, for each y  r H, a continu- 
ous linear functional on H .  It is a very important fact that all continuous 
linear functionals on H are of this type. 

4.12 Theorem If L i s  a continuous linear functional on H, then there is a 
unique y  a H such that 

PROOF If Lx = 0 for all x,  take y  = 0. Otherwise, define 

The linearity of L shows that M is a subspace. The continuity of 
L shows that M is closed. Since Lx # 0 for some x a H ,  Theorem 
4.11 shows that ML does not consist of 0 alone. 
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It is clear that we must look for our desired y in MA, and that we 
must have Ly = (y ,y). 

Choose z a MI, z # 0. Then z # M, hence Lz # 0. Put y = arz, 
where E = (Lz) / (z ,z) .  Then y e ML, Ly = (y,y), and y # 0. For 
any x a H, put 

Lx = x - -  Lx 
(Y,Y) 

and x" = - 
(Y ,Y) y. 

Then Lx' = 0, hence r' e M, hence (xl,y) = 0, hence 

which gives the desired representation of Lx. 
The uniqueness of y is easily proved, for if (x,y) = (x,yf) for all 

x e H, set z = y - y'; then (x,z) = 0 for all x a H; in particular, 
(z,z) = 0, hence z = 0. 

Orthonormal Sets 

4.13 Definitions If V is a vector space, if XI, . . . , x k  a V, and if 
cl, . . . c k  are scalars, then clxl + . + ckxk  is called a linear combi- 
nation of $1, . . . , xk. The set {xl, . . . , xk 1 is called independent if 
clxl + + ckxk = Oimplies that cl = . . = c k  = 0. A set S C V 
is independent if every finite subset of S is independent. The set IS] of 
all linear combinations of all finite subsets of S (also called the set of all 
+finite 2inear combinations of members of S) is dearly a vector space; [Sj 
is the smallest subspace of V which contains S; [S] is called the span of S, 
or the space spanned by S. 

A set of vectors u, in a Hilbert space H, where a runs through some 
index set A ,  is called orthonoma2 if it satisfies the orthogonality relations 
(u,,up) = 0 for all a # @, a e A ,  and @ e A,  and if it is normalized so that 
11u.11 = 1 for each a t. A. In other words, {u, 1 is orthonormal provided 
that 

If (u,: a e A ] is orthonormal, we associate with each x a H a complex 
function Z on the index set A, defined by 

(2) $(a) * (x,u~) (a a A). 

One sometimes c d s  the numbers the Fourier coe&ients of x, relative 
to the set (u,] . 
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4-14 Theorem If us . . . , ur is a n  orthmrmnzal set, and x = 2 c a n ,  
1 

then 

PROOF Apply the relations 4.13 (1). 

Corollary Every orthonormal set is  independent. 

PROOF This follows from (2). 

4.15 A n  Approximation Problem Let vr, . . . , v k  be a set of inde- 
pendent vectors in H ,  and suppose x s H. The problem is to Jind a 
method oj computing the minimum value oj 

where cl ,  . . . , ck range over all scalars, and to Jind the corresponding values 
of c1, . . . , ck- 

Let M be the span of v l ,  . . . , v k .  If we knew that M is closed, we 
could apply Theorem 4.11 and deduce the existence of a unique mini- 
mizing element so := Px, where 

which also has the property that x - so E MA. These facts could then 
be used to obtain information about the coefficients E';, . . . , $ in (2). 

Since M is the span of a finite set of vectors, i t  may seem obvious that M 
is cbsed. One may prove it by induction, observing that { O )  is certainly 
closed and proceeding with the aid of the following lemma: 

If V is a closed subspace of H ,  i f  y s H ,  y # V ,  and V* i s  the space spanned 
by V and y, then V* i s  closed. 

To prove this, suppose z is a limit point of V*. Then 

where xn s V, and A, are scalars. Since convergent sequences in metric 
spaces are bounded, there exists an 7 < 00 such that Ilx, + Anyll < q for 
n = 1 2, 3 , . . . If it were true that IX,I -+ .o, we should have 
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so that - y e V, since V is closed. But y # V. Hence {A,) has a Cauchy 
subsequence { A n i )  converging to some A, and so {x,,), being a difference 
of two Cauchy sequences, is itself a Cauchy sequence in H and converges 
to some x e V. Then z = x + Xy. This proves that V* contains all its 
limit points. 

We now return to our problem. Put 

Then if $0, given by (2)) is the minimizing element, we must have 

(x - Xo, v;) = 0 

for i = 1, . . . , k, which leads to a set of k linear equations in the 
unknowns cr? . . . , c k :  

We know from Theorem 4.11 that xo exists and is unique. Hence the 
determinant of the aij is not 0, and the cj can be computed from (4). 

Next, let 6 be the minimum value of (1). Since (x - so, ui )  = 0, we 
have (x - x0, $0) = 0; hence 

6' = (s - xo, x - XO) = (c, x - xo) = (x, x - c ju j ) ,  
j= 1 

so that 

This solves our problem, in terms of the quantities (3). 
Let us now turn to a special case: Replace cl ,  , . . , v k  by an  ortho- 

normal set ul, . . . , u k .  Then aij = 1 if i = j, Gj = 0 if i # j ,  hence (4) 
gives ci  = bi, and (5) becomes 

We may summarize as follows: 

4.16 Theorem Let ul, . . . , uk be an orthonormal set in H ,  u.nd let 
x & H. Thm 
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for a12 scalars XI, . . . , Xk. Equality holds in (1) i f  and only if Xi = (x,ui) 
for 1 5 j 5 k. The vector 

i s  the orthogonal projection of x into the subspace [ul, . . . , uk], and i f  6 
is the distance from x to this subspace, then 

Corollary (Besse19s Inequality) If ( U ,  : a E A ) is any orthonormal set in 
H ,  i f  x a H, and if $(a) = (x,u,) , then 

This corollary calls for eome explanation and comment. The set A 
is any index set, possibly even uncountable, and not ordered in any way. 
Under those conditions, what does the sum 011 the left side of (4) signify? 
We define i t  as follows: If 0 5 ~ ( a )  5 co for each a a A, the symbol 

denotes the supremum of the set of all finite sums rg(cul) + v(arz) + - 
+ cp(ak), where a ~ ,  . . . , ak are distinct members of A. With this agree- 
ment, it is clear that (4) follows from (3). 

A moment's consideration will show that the sum (5) i s  precisely the 
Lebesgue integral of rg relative to the counting measure on A. Let CP(A) be 
the L2-space relative to this counting measure. Then (4) asserts that 
a a P(A) and that J I I ( \ a  I 11x11. 

One immediate consequence of (4) should be mentioned explicitly: 

For any x a H and any orthonormal set (u,) in H, the set oj aZZ a such that 
$(a) # 0 is at most countable. 

Let F be the mapping which assigns to each x a H the function I on A. 
For each a a A, x -, (x,~,) is a linear functional. Hence F is a linear 
transformation of H into @(A) (see Definition 2.1). Alm, F does not 
increase distances, since 119 - $ 1 1 2  5 l\x - yI1. In particular, F is 
continuous. 

We shall now see that the completeness of H implies that F maps H 
onto P(A) and that under certain conditions on (u , )  , F is actually an 
isometry, i.e., that IIIlln = llxlf for 811 x a H. Then, of course, F will be 
one-to-one. 
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4.17 The Riesz-Fiseher Theorem Let { ua: at a A ) bc a% orthomrmd set 
in H. Suppose 9 a P(A). Then p a 2 for some x a H .  

PROOF For n = 1, 2, 3, . . . , let A, = {a t :  (q(at)) > l/n). Each 
A,  is a finite set. (In fact, one checks easily that An h a  a t  most 
nellplli elements.) Put 

Then 9, = q . x ~ , ,  so that $,(a) -+ q(a) for every a a A, and 
l p  - $,1' 5 l q 1 2 .  Hence, by an elbmentary case of the dominated 
convergence theorem, I! q - $* ( 1  2 -3 0. I t  follows that (2,) is a 
Cauchy sequence in P(A).  Since the sets A ,  are finite, Theorem 

4.14 shows that Ilxm - xmlI - 111, - fmI12. Thus ( x , )  is a Cauchy 
sequence in H ,  and since H is complete, there exists an x = lim x,  in 

vt-+ rn 

H .  For any a a A we then have 

$(a) = (x,u,) = lim ( x n , t ~ a )  = linl i , ,(a) = q(a), 
n-b a tL+ 00 

which completes the proof. 

4.18 Theorem Let (u,: a! e A ) be an orthonol-mal set in H .  Each of the 
following four conditions on {u,  j imp1 ies the other three: 

(a) {u,  ] is a maximal orthonormal set in H.  
(b) The set S of all $nit2 linear combinations of members of {u,)  is 

dense in H. 
(c) For wery x E H, we have llxlle = 2: l$(a)ie- 

USA 

(d)  If x a H an& y a H, then ( x , y )  = 2: $ ( a ) m  
QZA 

This last formula is known as Parseval's identity. Observe that 
E C2(A) and fi a C2 ( A ) ,  hence @ a &(A) ,  so that the summation in (d) is 

well defined. Of course, (c )  is the special case x = y of (d) .  Maximal 
orthonormal sets are frequently called complete orthonormal sets or ortho- 
normal bases. 

PROOF TO say that {u,)  is maximal means simply that no vector of 
H can be adjoined to {ua]  in such a way that the resulting set is still 
orthonormal. This happens precisely when there is no x # 0 in H 
which is orthogonal to every u,. 

We shaU prove that (a) --+ ( b )  4 (c) -+ (d)  -+ (a).  
Let M be the closure of S. Since S is a subspace, so is M (xn 4 z 

and y ,  -+ y implies x,  + y, 4 x + y ,  Ax, 4 Ax) ; and if S is not dense 
in H, then M # H, so that M L  contains a nonzero vector, by Theorem 
4.11. Thus (u,  ] is not maximal if S is not dense, and (a)  implies (b) .  
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Suppose (b)  holds. Fix x e H ,  e > 0. Since S is dense, there is a 
finite set u,,, . . . , Ua, such that some linear combination of these 
vectors has distance less than E from x. By Theorem 4.16, this 
approximation can only be improved if we take $(aj) for the coeffi- 
cient of uaj. Thus if 

we have llx - 211 < r ,  hence l\xl\ < llzll + r, and Theorem 4.14 gives 

(2) ( - 1 1  = i 2  + . . + is(ak)l" c 1 + ) 1 2 *  
&A 

Since r was arbitrary, (c) follows from (2) and the Bessel inequality. ' 

The equatiop in (c) can also be written in the form 

the inner product on the right being the one in the Hilbert space 
tZ(A), as in Example 4.5(b) .  Fix x E H, 9 e H .  If (c) holds, then 

for every scalar A ;  hence 

Take X = 1 and X = i. Then (5) shows that (x,y) and (&,$) have 
the same real and imaginary parts, hence are equal. Thus (c) 
implies (d). 

Finally, if (a) is false, there exists a u # 0 in H so that (u,u,) = 0 
for all a s A .  If x = y = u, then (x,y) = llullP # 0, but $(a) = 0 
for all a E A, hence (d) fails. Thus (d) impliw (a ) ,  and the proof is 
complete. 

4.19 Isomorphisms Speaking informally, two algebraic systems of the 
same nature are said to be isomorphic if there is a one-to-one mapping of 
one onto the other which preserves all relevant properties. For instance, 
we may ask whether two groups are isomorphic or whether two fields are 
isomorphic. Two vector spaces are isomorphic if there is a one-to-one , 
linear mapping of one onto the other. The linear mappings are the ones 
which preserve the relevant concepts in a vector space, namely, addition 
and scalar multiplication. 

I n  the same way, two Hilbert spaces H1 and H2 are isomorphic if there 
is a one-to-one linear mapping A of HI onto H z  which also preserves inner 
products: (Ax,Ay) = (x,y) for all x and y c Hi. Such a A is an isomorph- 
ism (or, more specifically, a Hilbe~t space isonzo~*phism) of H1 onto Hz. 
Using this terminology, Theorems 4.17 and 4.18 yield the following 
statement: 
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If {u,: e A is a maxinzal orthonormal set in a Hilbert space H, and if 
$(a) = (x,~,), then the mapping x -+ 9 is a Hilbert space isomorphism of 
H onto P(A). 

One can prove (we shall omit this) that t2(A) and C2(B) are isomorphic 
if and only if the sets A and B have the same cardinal number. But we 
shall prove that every nontrivial HiIbert space (this means that the 
space does not consist of 0 alone) is isomorphic to some t2(A), by proving 
that every such space contains a maximal orthonormal set (Theorem 
4.22). The proof will depend on a property of partially ordered sets 
which is equivalent to the axiom of choice. 

4.20 Partially Ordered Sets A set 8 is said to be partially ordered by a 
binary relation 5 if 

(a) a 5 b and b 5 c implies a 5 c. 
(b)  a 5 a for every a s 6. 
(c)  a 5 b and b 5 a implies a = b. 

A subset Q of a partially ordered set 6 is said to be totally ordered (or 
lznecirly ordered) if every pair a, b r Q satisfies either a 2 b or b 5 a. 

For example, every collection of subsets of a given set is partially 
ordered by the iriclusion relation C. 

To give a more specific example, let 6 be the collection of all open sub- 
sets of the plane, partially ordered by set inclusion, and let Q be the collec- 
tion of all open circular discs with center at the origin. Then Q C 6, Q 
is totally ordered by C, and Q is a muximd totally ordered subset of 6. 
This means that if any member of @ not in Q is adjoined to Q, the resulting 
collection of sets is no longer totally ordered by C. 

4.21 The Hausdorff Maxirnality Theorem Every nonempty partially 
ordered set contains a maximal totally ordered subset. 

This is a consequence of the axiom of choice and is, in fact, equivalent 
to it; another (very similar) form of it is known as Zorn's lemma. We 
give the proof in the Appendix. 

If now H is a nontrivial Hilbert space, then there exists a u E H with 
J)u(J = 1, so that there is a nonempty orthonormal set in H. The existence 
of a maximal orthonormal set is therefore a consequence of the following 
theorem : 

4.22 Theorem Every orthonormal set B in a Hilbert space H i s  contained 
in a maximal orthonormal set in H .  

P ~ O O F  Let 6 be the class of all orthonormal sets in H which contain 
the given set B. Partially order 6 by set inclusion. Since B s 6, 
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@ # e f  . Hence 6 contains a maximal totally ordered class Q. Let 
S be the union of all members of Q. It is clew that B C S. We 
claim that S is a maximal orthononnal set: 

If ul and un E S, then u1 E A1 and u2 E A2 for some A1 and An E Q. 
Since is totally ordered, A1 C A2 (or A2 C Al), SO that ul E Ag and 
uz s A2. Since Ae is orthonormal, (ul,u2) = 0 if ul # u2, (ul,u2) = 1 
if ul = u2. Thus S is an orthonormal set. 

Suppose S is not maximal. Then S is a proper subset of an ortho- 
normal set S*. Clearly, S* # Q, and S* contains every member of Q. 
Hence we may adjoin S* to $2 and still have a total order. This 
contradicts the maximality of Q. 

Trigonometric Series 

4.23 Definitions Let T be the unit circle in the complex plane, i.e., the 
set of all complex numbers of absolute value 1. If F is any function on 
T and i f f  is defined on R1 by 

then f is a periodic function of period 2a. This means that f (t + %) = f (t) 
for all real t. Conversely, if f is a function on R1, with period 2x, then 
there is a function F on T such that (1) holds. Thus we may identify 
functions on T with %-periodic functions on R1; and, for simplicity of 
notation, we shall sometimes write f (t) rather than f (e"), even if we think 
of f as being defined on T. 

With these conventions in mind, we define Lp(T), for 1 I'p < a, to 
be the class of all complex, Lebesgue measurable, 2a-periodic functions 
on R1 for which the norm 

is finite. 
In  other words, we are looking a t  LP(P), where p is Lebesgue measure 

on [0,2a) (or on T), divided by 2a. Lm(T) will be the class of all 2a- 
periodic members of Lm(R1), with the essential supremum norm, and C(T) 
consists of all continuous complex functions on T (or, equivalently, of all 
continuous, complex, 2~-periodic functions on R1), with norm 

The factor I/(%) in (2) simplifies the formalism we are about to 
develop. For instance, the Lp-norm of the constant function 1 is 1. 

A trigonometric polynomial is a finite sum of the form 
N 

(4) f(t) = a. + 2 (an cos nt + bn sin nt) (t E R1) 
n-1 
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where ao, al ,  . . . , a~ and bl, . . . , b~ are complex numbers. On 
account of the Euler identities, (4) can also be written in the form 

which is more convenient for most purposes. It is clear that every 
trigonometric polynomial has period 2a. 

We shall denote the set of all integers (positive, zero, and negative) by 
2, and put 

If we define the inner product in L2(T)  by 

[note that this is in agreement with (2)], an easy computation shows that 

Thus {u,: n E 2) is an orthonormal set in L2(T), usuaI1y called the trigono- 
metric system. We shall now prove that this system is maximal, and shall 
then derive concrete versions of the abstract theorems previously obtained 
in the Hilbert space context. 

4.24 The Completeness of the Trigonometric System Theorem 4.18 
shows that the maximality (or completeness) of the trigonometric system 
will be proved as soon as we can show that the set of all trigonometric 
polynomials is dense in L2(T). Since C(T) is dense in L2(T), by Theorem 
3.14 (note that T is compact), it suffices to show that to every f a C(T) 
and to every c > 0 there is a trigonometric polynomial P such that 
1 f - P < c Since 1191\2 < Ilgllm for every g a C(T), the estimate 
\if - P1I2 < E will follow from I I f  - PI\, < t, and it is this estimate which 
we shall prove. 

Suppose we had trigonometric polynomials Q1, Q2, Q3, . . . , with the 
following properties: 

(4 Qk(t) 2 0 for t a R1. 

lim qk(6) = 0 
k + m  

for every 6 > 0. 
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Another way of stating (c) is to say that Q k ( t )  4 0 uniformly on 
[-a,-S] u [Sva], for every S > 0. 

To each f E C(T) we associate the functions Pk defined by 

If we replace s by -s  and then by s - t, the periodicity off and Qk shows 
that the value of the integral is not affected. Hence 

Since each Qk is a trigonometric polynomial, Qk is of the forn~ 

and if we replace t by t - s in (3) a.nd substitute the result in (2), we see 
that each Pk is a trigonolnetric polynomial, 

Let r > 0 be given. Since f is uniformly continuous on T, there exists 
a 6 > 0 such that (f(t) - f(s)l < e whenever ( t  - s( < S. By (b), we 
have 

/. and (a) implies, for all t, that 

1 1 - f I 5 - If0 - s) - f(l)lQk(s) ds = A1 + A*, 2lr -. 
where A1 is the integral over [- S,S] and A 2  is the integral over 

In A1, the integrand is less than ~Qk(s), SO A1 < c, by .(b). Tn A2, we have 
Qk(s) I d S ) ,  hence 

for sufficiently large k, by (c). Since these estimates are independent of 
t ,  we have proved that 

lim 1 1  f - Pkl loo  = 0, 
k+ oo 

It remains to construct the Qk. This can be done in many ways. 
Here is a simple one. Put 

I + cos t 
U.(l) = , ( y, 



Elementary Hilbert spaee thaory 91 

where ck is chosen so that '(b) holds. Since (a) is clear, we only need to 
show (c). Since Qk is even, (b) shows that 

Since &k is decreasing on [O,aj, it follows that 

This implies (c), since I + cos 8 < 2 if 0 < 8 2 a. 
We have proved the following important result: 

4.25 Theorem If f z C(T) and 6 > 0, there is a trigonometl-ic polynoma'al 
P d U u t l  

If(t1 - P(0l < , 
for eve y red t. 

A more precise result was proved by Fej6r (1904) : The arithmetic means 
of the partial sums of the Fourier series of any f z C(T) converge uniformly 
to f. For a proof (quite similar to the above) see Theorem 8.15 of [26j. 

4.26 Fourier Series For any f E L1 (T), we define the Fourier coeficients 
off by the formula 

where, we recall, Z is the set of all integers. We thus associate with each 
f E L1(T) a function f on Z. The Fourier series of f is 

and its partial sums are 

N 

(3) SN (t) = Z f(n)eint ( N  = 0, I ,  2, , . .). 
-N 

Since L2(T) C LYT), (I) can be applied to every f e L2(T). Comparing 
the definitions made in Secs. 4.23 and 4.13, we can now restate Theorems 
4.17 and 4.18 in concrete terms: 

The Riesz-Fischer theorf2m asserts that if {GI is a sequence of complex 
numbers such that 
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then there exists an f a L2(T) such that 

The Parseval theorem asserts that 

whenever f E L2(T) and g E L2(T) ; the series on the left of (6) converges 
absolutely; and if $ 1 ~  is as in (3), then 

since a special case of (6) yields 

Note that (7) says that every f E L2(T) is the L2-limit of the partial 
sums of its Fourier series; i.e., the Fourier series off converges to f ,  in the 
Lrsense. Pointwise convergence presents a more delicate problem, as 
we shall see in Chap. 5. 

The Riesz-Fischer theorem and the Parseval theorem may be sum- 
marized by saying that the mapping f -+ f is a Hilbert space isomorphism ,. 
of L2(T) onto .P(Z). 

The theory of Fourier series in other function spaces, for instance in 
L1(T),  is much more difficult than in L2(T), and we shall touch only a few 
aspects of it. 

Observe that the crucial ingredient in the proof of the Riesz-Fischer 
theorem is the fact that La is complete. This is so well recognized that 
the name "Riesz-Fischer theorem" is sometimes given to the theorem 
which asserts the completeness of L2, or even of any Lp. 

Exercises 

In  this set of exercises, H always denotes a Hilbert space. 

1 If M is a closed subspace of H, prove that M = (M1)". Is there 
a similar true statement for subspaces fii which are not necessarily 
closed? 

2 For n = 1, 2, 3, . . . , let { v , )  be an independent set of vectors 
in H. Develop a constructive process which generates an ortho- 
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normal set f %), such that u, is a linear combination of vl ,  . . . I 

u,. Note that this leads to a proof of the existence of a maximal 
orthonormal set in separable Hilbert spaces which makes no appeal 
to the Hausdorff maximality principle. ( A  space is separa bk if it 
contains a countable dense subset.) 

3 Show that Lp(T)  is separable i l l  _< p < m, but that Lm(T) is not 
separable. 

4 Show that H is separable if and only if H cuntains a maximal 
orthonormal system which is at most countable. 

5 If M = fx: Lx = O j  , where L is a continuous linear functional on 
H ,  prove that MI is a vector space of dimension 1 (unless M = H). 

6 Let {u,] ( n  = 1 ,  2 ,  3, . . .) be an orthonormal set in H .  Show 
that this gives an example of a closed and bounded set which is not 
compact. Let Q be the set of all X E  H of the form 

1 
z = 1 au., where 1c.l 5 -- 

1 
n 

Prove that Q is compact. ( Q  is called the Hilbert cube.) 
More generally, let { 6 ,  j be a sequence of positive numbers, and 

let S be the set of all x E H of the form 

w 

x - 2 en%, where ]cnl I 6,. 
1 

(9 

Prove that S is compact if and only if 2 an2 < 00. 
1 

Prove that H is not locaIly compact. 
7 Suppose (a , )  is a sequence of positive numbers such that 2a,bn < oo 

whenever b ,  2 0 and 2bn2 < a. Prove that 2an2 < GO. 

8 If H I  and H z  are two Hilbert spaces, prove that one of them is 
isomorphic to a subspace of the other. (Note that every closed 
subspace of a Hilbert space is a Hilbert space.) 

9 If A C [0,2?r] and A is measurable, prove that 

lim in cos nx dz = lim sin nx dx  = 0. 
n+ m n-3 00 /A 

10 Let nl < nt < n8 < . be positive integers, and let E be the 
set of all z e [0,2u] a t  which (sin nkx j converges. Prove that 
m(E) = 0. Hint: 2 sin2 o = 1 - cos 2a, so sin n i x  --+ -t- 1 / 4 2  
a.e. on E, by Exercise 9. 

I1 Prove that the identity 
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is valid in every inner product space, aud show that it proves the 
implication (c) -+ (d) of Theorem 4.18. 

12 The constants c k  in Sec. 4.24 were shown to be such that k-lck is 
bounded. Estimate the relevant integral more precisely and show 
that 

0 < lim k-4 ck < a. 
b o o  

13 Suppose f is a continuous function on R1, with period 1. Prove 
that 

for every irrational real number a. Hint:  Do it first for 

f ( t )  = exp (2?rikt), 

k = 0, + I ,  +2, . . . . 
14 Compute 

and find 

where Q is subject to the restrictions 

15 Compute 

min /om lz" a - bx - a212e-sdx. 
a,b,c 

State and solve the corresponding maximum problem, as in Exer- 
cise 14. 

16 If xo e H and 2Cf is a closed linear subspace of H ,  prove that 

min { iix - xoJJ :x E M ] = max { ((x0,y)l: y e M I ,  I(y(\ = 1 ) .  

17 Show that there is a continuous one-to-one mapping y of [O,l] into 
H such that y(b) - y(a) is orthogonal to ~ ( d )  - ~ ( c )  whenever 
0 5 a 5 b 5 c 5 d 5 1. (y may be called a "curve with 
orthogonal increments.") Hint: Take H = L2, and consider 
characteristic functions of certain subsets of [,0,1]. 

18 Give a direct proof of Theorein 4.16, i.e., one which does not 
depend on the more general considerations of Sec. 4.15. 
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Space Techniques 

Banach Spaces 

5.1 In the preceding chapter we saw how certain analytic facts about 
trigononietric series can be made to emerge from essentially geometric 
coilsiderations about general Hilbert spaces, involving the notions of con- 
vexity, subspaces, orthogonality, and completeness. There are many 
problems in analysis which can be attacked with greater ease when they 
are placed within a suitably chosen abstract franlework. The theory of 
Hilbert spaces is not always suitable since orthogonality is something 
rather special. The class of all Banach spaces affords greater variety. 
In this chapter we shall develop some of the basic properties of Banach 
spaces and illustrate them by applications to concrete problems. 

5.2 Definition A conlplex vector space X is said to be a nor~ned linear 
spaw if to each x E X there is associated a nonnegative real number llxll, 
called the norm of x, such that 

(4 llx + yll I llxll + llvll for a11 x and y e X ,  
( b )  l[axll = I C Y ~  llxll if x r X and a is a scalar, 
(c) llxIl = 0 implies x = 0. 

By (a), the triangle inequality 

llx - Y11 = -llx - ,211 + 112 - Yll (x, Y, E x) 
holds. Combined with (b) (take CY = 0, CY = - 1) and (c) this shows that 
every normed linear spac6 may be regarded as a metric space, the distance 
between x and y being ((x - yJJ. 

A Banach space is a normed linear space which is complete in the metric 
defined by its norm. 

95 
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For instance, every Hilbert space is a Banach space, so is every Lp(g)  
normed by I(flj, (provided we identify functions which are equal a.e.) if 
1 5 p < a, and so is C o ( X )  with t h e  supremum norm. The simplest 
Banach space is of course the complex field itself, normed by llxll = 1x1. 

One can equally well discuss real Banach spaces; the definition is 
exactly the same, except that all scalars are assumed to be real. 

5.3 Definition Consider a linear transformation A from a normed linear 
space X into a normed linear space Y ,  and define its norm by 

1f 1 1 ~ 1 1  < a, then A is called a bounded linear transformation. 
In  (I), l\xll is the norm of x in X, (lk-cI( is the norm of Ax in Y ;  it will 

frequently happen that several norms occur together, and the context will 
make i t  clear which is which. 

Observe that we could restrict ourselves to unit ueclors x in (I), i.e., to 
x with llxll = 1, without changing the supremum, since 

C* 

(2) Il~(4ll = l ldx l l  = lal IlAxII* 

Observe also that ] j ~ ( l  is the smallest number such that the inequality 

holds for every x e X. 
The following geometric picture is helpful: A maps the closed unit ball 

in X, i.e., the set 

into the closed ball in Y with center at 0 and radius IlAll. 
An important special case is obtained by taking the complex field for 

Y ;  in that case we talk about bounded linear functionals. 

5.4 Theorem For a linear transformation A of a normed linear space X 
into a normed linear space Y ,  each of the foEEowing three conditions implies 
the other two: 

(a)  A i s  bounded. 
(b) A i s  continuous. 
(c) A is continuous at ime point of X. 

PROOF Singe I(A(xl - x2)11 -< IlAll llzl - ~211, it is clear that (a) 
implies (b) ,  and (b) implies (c) trivially. Suppose A is continuous a t  
X O .  To each a > 0 one can then find a 6 > 0 so that llx - xoll < 8 
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implies \\Ax - Ax011 < E. I n  other words, 11x[1 < 8 implies 

But then the linearity of A shows that 11~x11 < e. Hence 11A11 5 e/8, 
and (c) implies (a).  

Consequences of Baire's Theorem 

5.5 The manner in which the completeness of a Banach space is fre- 
quently exploited depends on the following theorem about complete metric 
spaces, which also has many applications in other parts of mathematics. 
It implies two of the three most important theorems which make Banach 
spaces useful tools in analysis, the Banad-Steinhaus theorem and the open 
mapping theorem. The third is the Hahn-Banach exlension theorem, in 
which completeness plays no role. 

5.6 Baire's Theorem If X i s  a complete metric space, the intersection of 
euery countable collection of dense open subsets of X i s  dense in X .  

In particular (except in the trivial case X = @), the intersection is not 
empty. This is often the principal significance of the theorem. 

PROOF Suppose V l l  V 2 ,  V 3 ,  . . . are dense and open in X. Let W 
be any open set in X, We have to  show that n V ,  has a point in W 
if W # @. 

Let p be the metric of X;  let us write 

(1) S(x,r)  = I Y  e X :  P ( X , Y )  < 
and let S(x , r )  be the closure of S(x,r) .  [Note: There exist situations 
in which B(x,r) does nol contain all y with p(x,y) 5 r ! ]  

Since Vl is dense, W n V l  is a nonempty open set, and we can there- 
fore find X I  and rl such that 

(2) s(z l ,r l )  C W n V1 and 0 < rl < 1. 
If n > 2 and xn-1 and rn-1 are chosen, the denseness of Va shows that 
Vn n S(X, ,~,~,-~)  is not empty, and we can therefore find x, and r ,  
such that 

1 
(3) S(~ , , rn)  C V .  n S(X.-1,r.-I) and 0 < r. < iw 

By induction, this process produces a sequence {x,)  in X. I f  
i > n and j > n, the construction shows that zi and xj both lie in 
S(xn,rn), so that p ( ~ i , ~ j )  < 2r, < 2 / n ,  and hence {xn) is a Cauchy 
sequence. Since X is complete, there is a point x E X such that 
x = lim x,. 

n* w 
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Since xc lies in the closed set #(x.,r.) if i > n, it follows that x 
lies in each s(x.,r.), and (3) shows that x lies in each V.. By (2)) 
x a W. This completes the proof. 

Corollary I n  a complete metric space, the intersection of any countabb 
collection of d e w  Gs's is again a dense Gs. 

This follows from the theorem, since every Gs is the intersection of a 
countable collection of open sets, and since the union of countably many 
countable sets is countable. 

5.7 Baire's theorem is sometimes called the category theorem, for the 
following reason. 

Call a set E C X nowhre dense if its closure contains no nonempty 
open subset of X. Any countable union of nowhere dense sets is called 
a set of the first categoy; all other subsets of X are of the second category 
(Baire's terminology). Theorem 5.6 is equivalent to the statement that 
no complete metric space i s  of the Jirst category. To see this, just take 
c~mplements in the statement of Theorem 5.6. 

5.8 The Banach-Steinhaus Theorem Suppose X i s  a Banach space, Y ia  a 
normed linear space, and {A,) i s  a collection of bounded linear Cransforma- 
lions of X into Y, where a ranges over some index set A. Then either there 
exists an  ill < such that 

jor every a E A, or 

for all x belunging to some dense Gs in X. 

In  geometric terminology, the alternatives are as follows: Either there 
is a ball B in Y (with radius M and center at 0) such that every II, maps 
the unit ball of X into B, or there exist x E X (in fact, a whole dense Ga 
of them) such that no ball in Y contains A,x for all a. 

The theorem is sometimes referred to as the uniform boumkdness 
principle. 

PROOF Put 

and let 

Since each A, is continuous and since the norm of Y is a continuous 
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function on Y (an immediate consequence of the triangle inequality, 
as in the proof of Theorem 4.6), each function x -+ I(A,x]\ is continu- 
ous on X. Hence cp is lower semicontinuous, and each V ,  is open. 

If one of these sets, say VN, fails to be dense in X, then there exist 
an xo E X and an r > 0 such that ljxll 5 r implies xo + x $ VAT; this 
means that ~ ( x o  + x) I N ,  or 

for all arc A and all x with \ \ X I \  2 r ,  Since x = (ao + x) - XO, we 
then have 

and it follows that (1) holds with M = 2Nlr .  
The other possibility is that every V, is dense in X. In  that case, 

nV, is a dense Ga in X, by Baire's theorem; and since ~ ( x )  = a for 
every x e n V,, the proof is complete. 

5.9 The Open Mapping Theorem Let U and V be the open unit balls 
of the Banach spaces X and Y. To every bounded linear transformation 
A of X onto Y there corresponds a 6 > 0 so that 

(1) A(U) 3 sv. / 

Note the word "onto" in the hypothesis. The symbol 6V stands for 
the set {6y: y s V ) ,  i.e., the set of all y 8 Y with (ly/l < 6. 

I t  follows from (1) and the linearity of A that the image of every open 
ball in X, with center at  zo, say, contains an open ball in Y with center 
at  AXO. Hence the image of every open set is open. This explains the 
name of the theorem. 

Here is another way of stating (1): T o  every y with llyl\ < 6 Mere corre- 
sponds an x wit.h l\xll < 1 so that Ax = y. 

PROOF Given y o  Y, there exists an x e  X such that k c  = y; if 
llxl\ < k,  it follows that y e A(1cU). Hence Y is the union of the sets' 
A(kU), for k = 1, 2, 3, . . . . Since Y is complete, the Baire 
theorem implies that there is a nonempty open set W in the closure 
of some A(kU). This means that every point of W is the limit of a 
sequence {Ax;), where xi e kU; from now on, k and W are fixed. 

Choose yo s W, and choose q > 0 so that yo + y e W if 1 1  y 11 < 7, 
For any such y there are sequences {xi), {XI') in k U such that 

Setting xi = xl' - XI, we have \jxi(( < 2k and Axi -+ y. Since this 
holds for every y with Ilyll < q,  the linearity of A shows that the 
foIlowing is true, if 6 = q/2k: 
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T o  each y c Y and to each c > 0 there corresponds an x c X such that 

This is almost the desired conclusion, as stated just before the start 
of the proof, except that there we had t = 0. 

Fix y c 6V, and fix r > 0. By (3) there exists an xl with llxlll < 1 
and 

Suppose X I ,  . . . , x, are chosen so that 

(5) Ily- Ax, - . . - Ax,ll < 2-" 6t. 

Use (3), with y replaced by the vector on the left side of (51, to obtain 
an X,+I so that (5) holds with n + 1 in place of n, and 

If we set s, = X I  + . + xn, (6) shows that Is,,] is a Cauchy 
sequence in X .  Since X is complete, there exists an x c X so that 
s, -+ x. The inequality llxlll < 1, together with (6), shows that 
\fx\l < 1 + t. Since A is continuous, As, 4 Ax. By (5), As, 4 y. 
Hence Ax = y. 

We have now proved that 

for every c > 0. The union of the sets on the right of (8), taken over 
all c > 0, is 6V. This proves (1). 

5.10 Theorem I j  X and Y are Banach spaces and i f  A i s  a bounded linear 
transformation of X onto Y which is also one-to-one, then lhere is  a 6 > 0 
such that 

In  other words, A-I is a bounded linear transformation of Y ontu X.  

PROOF If 6 is chosen as in the statement of Theorem 5.9, the con- 
clusion of that theorem, combined with the fact that A is now one- 
to-one, shows that 11~x11 < 6 implies \ \ X I \  < 1. Hence \\x\i 2 1 
implies 11kc11 2 6, and (I) is proved. 

The transformatio~l A-1 is defined on Y by the requirement that 
A-ly = x if y = Ax. A trivial verification shows that A-l is linear, 
and (1) implies that ) 1 ~ - ~ \ 1  5 1/6. 
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Fourier Series of Continuous Functions 

5.11 A Convergence Problem Is it true for every f E C ( T )  that the Fourier 
series off converges to f (x) at every point x? 

Let us recall that the nth partial sum of the Fourier series off at  the 
point x is given by 

where 

This follows directly from formulas 4.26(1) and 4.26(3). 
The problem is to determine whether 

lim sn(f P) = f (x) 
n+ o 

for every f e C ( T )  and for every real x. We observed in Sec. 4.26 that 
the partial sums do converge to f in the L2-norm, and therefore Theorem 
3.12 implies that each f r L2(T) [hence also each f r C(T)] is the pointwise 
limit a.e. of some subsequence of the full sequence of the partial sums. 
But this does not answer the present question. 

We shdl see that the Banach-Steinhaus theorem answers the question 
negatively. Put 

To begin with, take x = 0, and define 

We know that C ( T )  is a Banach space, relative to the supremum norm 
11 f[l,. I t  followa from (1) that each An is a bounded linear functional on 
C(T) ,  of norm 

We claim that 

This will be proved by showing that equality holds in (6) and that 
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Multiply (2)  by eaf%nd by and subtract one of the resulting two 
equations from the other, to obtain 

sin (n + *It 
Dn(t)  = sin (1/2) 

Since Isin x\ 5 1x1 for all real x, (9) shows that 

vhich proves (8). 
Next, fix a, and put g(t) = 1 if D,(t) 2 0, g(t) = -1 if D,(t) < 0. 

There exist f ,  E C(T)  such that - 1 5 fj < 1 and f,(t) -, g(t)  for every t, 
as j -+ 00. By the dominated convergence theorem, 

= IlDnll r* 
Thus equality holds in (6), and we have proved (7) .  

Since (7)  holds, the Banach-Steinhaua theorem now asserts that 
s*(f ;O) = .c for every f in some dense Gb-set ill C ( T ) .  

We chose x = 0 just for convenience. It is clear that the same result 
holds for every other x: 

To each real number x there corresponds a set E, C C(T)  which it3 a 
dense Gb in C(T) ,  such hi? s * ( f y )  = 00 for every f e E,. 

I n  particular, the Fourier series of each f e E, diverges at x ,  and we 
have a negative answer to our question. 

It is interesting to observe that the above result can be strengthened 
by another application of BaireJs theorem. Let us take countably many 
points xi,  and let E be the intersection of the corresponding sets 

By Baire's theorem, E is a dense Gs in C(T) .  Every f e E has 

s*(f;xJ = .o 

at every point G. 

For each f, s*(f;z) is a lower semicontinuous function of x ,  since (4) 
exhibits it as the supremum of a collection of continuous functions. 
Hence { x :  s*(f;z) = 00 1 is a Gb in Rl, for eakh f .  If the above points xi 

are taken so that their union is dense in ( - r , ~ ) ,  we obtain the following 
result : 
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5.12 Theorem There is a set E C C(T)  which is a dense Gb in C(T) and 
which has the following property: For each f e E, Ihe set 

This gains in interest if we realize that E, as well as each Qf, is an 
uncountubb set: 

5.13 Theorem In a compkte metric space X which has .no isolated points, 
no wuntuble dense set is a Gb. 

PROOF Let x k  be the points of a countable dense set E in X .  Assume 
that E is a Gb. Then E = flyn, where each V, is dense and open. 
Let 

A 

W ,  = Vn - U { x k j -  
k-1 

Then each Wn is still a dense open set, but f l ~ ,  = jZ5, in contredic- 
tion to Baire's theorem 

Note: A slight change in the proof of Baire's theorem actually shows that 
every dense Ga contains a perfect set if X is as above. 

Fourier Coefficients of L '-functions 

5.14 As in Sec. 4.26, we associate to every f e L1(T) a function 3 on Z 
defined by 

I t  is easy to prove that f(n) -r 0 as In1 -, m, for every j e L1. For we 
know that C(T)  is dense in L1(T) (Theorem 3.14) and that the trigono- 
metric polynomials are dense in C(T)  (Theorem 4.25). If c > 0 and 
j e L1(T), this says that there is a g e C(T)  and a trigonometric poly- 
nomial P such that 11 f - gl!, < c and (Ig - Plloo < c. Since 

it follows that 11 f - PI11 < 2e; and if In1 is large enough (depending 
on P), then 

' Thus f(n) 0 as n 4 4 m. This is known as the Riemann-Lebesgue 
lemma.. 

The question we wish to raise is whether the converse is true. That 
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is to say, if {a,,) is a sequence of complex numbers such that a,, -+ 0 as 
n -+ f m ,  does it follow that there is an f e Ll(T) such that j(n) = a,, 
for all n e Z? In other words, is something like the Riesz-fischer 
theorem true in this situation? 

This can easily be answered (negatively) with the aid of the open 
mapping theorem. 

Let co be the space of all complex functions p on Z such that p(n) .t) 0 
as n .t) + a, with the supremum norm 

Then co is easily seen to be a Banach s p m .  In  fact, if we declare every 
subset of Z to be open, then 2 is a locally compact Hausdorff space, and 
co is nothing but Co(Z). 

The following theorem contains the answer to our question: 

5.15 Theorem The mapping f +f is a one-to-one bounded linear trana- 
formation of L1(T) into (but not onto) co. 

PROOF Define A by A j  = f. It is clear that A is linear. We have 
just proved that A maps L1(T) into co, and formula 5.14 (1) shows that 
lf(n)l < I l j l l ~ ,  so that l l ~ l l  I I. (Actually, 1IAII = 1 ; to see this, 
take j = 1.) Let us now prove that A is one-to-one. Suppose 
f e L1(T) and f(rr) = 0 for every n e Z. Then 

if g is any trigonometric polynomia.1. By Theorem 4.25 and the 
dominated convergence theorem, (1) holds for every g e C(T). Apply 
the dominated convergence theorem once more, in conjunction with 
the Corollary to Lusin's theorem, to conclude that (1) holds if g is 
the characteristic function of any measurable set in T. Now Theorem 
1.39(b) shows that f = 0 a.e. 

If the range of A were all of co, Theorem 5.10 would imply the 
existence of a 6 > 0 such that 

for every j~ L1(T). But if D,(t) is defined as in Sec; 5.11, then 
D, e L1(T), \\hll.. = 1 for n = 1, 2, 3, . . . , and 11 Dm\\ 1 4  as 
n -+ a. Hence there is no 6 > 0 such that the inequalities 

hold for every n. 
This completes the proof. 
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The Hahn-Banach Theorem 

5.16 Theorem If M is a &space of a nor& linear space X a d  i f f  is 
a bounded linear functional on M ,  then f can be extended to a bounded linear 
functional F on X so that = 11 fll. 

Note that M need not be closed. 
Before we turn to the proof, some comments seem called for. First, to 

say (in the most general situation) that a function F is an extension off 
means that the domain of F includes that off and that F(x)  = f (x )  for 
d l  x in the domain off. Secondly, the norms 11 F 11 and 11 f 11 are computed 
relative to the domains of F and f ;  explicitly, 

The third comment concerns the field of scdars. So far everything 
has been stated for complex scalars, but the complex field could have 
been replaced by the real field without any changes in statements or 
proofs. The Hahn-Banach theorem is also true in both cases; neverthe- 
less, it appears to be essentially a "real" theorem. The fact that the 
complex case was not yet proved when Banach wrote his classical book 
"Op6rations lin6aires" must be the reason that real scalars are the only 
ones considered in his work. 

It will be helpful to introduce some temporary terminology. Recall 
that V is a complex (real) vector space if x + y a V for x and y E V, and 
if ax E V for dl complex (real) numbers a. It follows trivially that every 
complex vector space is also a real vector space. A complex function p 
on a complex vector space V is a complex-linear functional if 

for all x and y a V and all complex at. A real-valued function p on a 
complex (or real) vector space V is a real-linear functional if (1) holds for 
d l  real a. 

If u is the real part of a complex-linear functional f ,  i.e., if u(x)  is the 
real part of the complex number f (x)  for all x a V, it is easily seen that 
u is a real-linear functional. The following relations hold between f and u : 

5.17 Proposition Let V be a complex vector space. 

(a) If u i s  Ihe real part of a complex-linear function& f on V ,  then 

(1) f (3) = U ( X )  - iu(iX) (x  E V). 

(b) I f  u i s  a real-linear functional on V and i f f  is defined by (I), then 
f i s  a complex-linear functional on V.  
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(c) If V is a normed linear space and f  and u are related as in ( I ) ,  
then !( f  I /  = Ilull. 

PROOF If a and 0 are real numbers and z = a + ip, the real part 
of iz is -@. This gives the identity 

(2) z = R e z  - i R e  (iz) 

for all complex numbers z. Since 

( 1 )  follows from (2)  with z = f ( x ) .  
Under the hypotheses (b) , it is clear that f  ( x  + y) = f ( x )  + f  (y) 

and that f  ( a x )  = orf ( x )  for a11 real a. But we also have 

(4) f  ( ix )  = u ( i x )  - iu ( - x )  = u ( i x )  + iu ( x )  = if(z), 

which proves that ,f is complex-linear. 
Since iu(x)l 5 If (x) l ,  we have \lull 5 11 fl\. On the other hand, to 

every x  E V there corresponds a complex number a, la1 = 1,  so that 
.rf(x) = If(x)l .  Then 

which proves that llfli Ilul/. 

5.18 Proof of Theorem 5.16 We first assume that X is a real normed . 
linear space and, consequently, that f  is a real-linear bounded functional 
on M ,  If ( I f [ \  = 0, the desired extension is F = 0. Omitting this case, 
there is no loss of generality in assuming that = 1 .  

Choose xo s X, xo # M ,  and let M1 be the vector space spanned by M 
and xo.  Then M 1  consists of all vectors of the form x  + Axo, where x  E M 
and X is a real scalar. If we define f l ( x  + Axo) = f ( x )  + Xa, where a is 
any fixed real number, it is trivial to verify that an extension off to a 
linear functional on M I  is obtained. The problem is to choose a so that 
the extended functional still has norm 1 .  This will be the case provided 
that 

Replace x  by -Ax and divide both sides of (1) by [XI. The requirement 
is then that 

i.e., that  A, _< a 5 B, for all x  E M, where 

(3) A , = f ( x ) - ( ( x - x o ] (  and B z = f ( x ) + I \ x - z o I I .  
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There exists such an a if and only if all the intervals [A,,B,] have a com- 
mon point, i.e., if and only if 

for d l x  and y e  M. But 

and so (4) follow8 from (3). 
We have now proved that there exists a norm-preserving extension fi 

off on M I .  
Let 6 be the collection of all ordered pairs (M',f'), where M' is a sub- 

space of X which contains M and where f '  is a real-linear extension of f 
to M', with (If'\( = 1. Partially order 6 by declaring (Mf,f ') 5 (Mr',f") 
to mean that M' C M" and fl'(x) = ff(x) for all x e M'. The axioms 
of a partial order are clearly satisfied, 6 is not empty since it contains 
(Ma, and so the Hausdorff maximality theorem asserts the existence 
of a maximal totally ordered subcollection of @. 

Let be the collection of all M' such that (M',f ')  r n. Then 9 is totally 
ordered, by set inclusion, and therefore the union I@ of all members of ib 
is a subspace of X. (Note that in general the union of two subspaces 
is not a subspace. An example is two planes through the origin in R8. ) 
If X E  i@, then x e  M' for some M'e a; define F(x) = f'(x), where f is 
the function which occurs in the pair (Mf,f') e fl. Our definition of the 
partid order in n shows that it is immaterial which M' E Q we choose 
to define F (x) , as loug as $1' contains x. 

I t  is now easy to check that F is a linear functional on a, with \ \  Fll = 1. 
If were a proper subspace of X, the first part of the proof would give 
us a further extension of F ,  and this would cohtradict the maximality 
of n. Thus i@ = X, and the proof is complete for the case of real scalars. 

If now f is a complex-linear functional on the subspace M of the com- 
plex normed linear space X ,  let u be the real part off, use the real Hahn- 
Banach theorem to extend u to a real-linear functional U on X, with 
( 1  UIJ = lluli, and define 

By Proposition 5.17 ,  F is a complex-linear extension of f, and 

This completes the proof. 

Let us mention two important consequences of the Hahn-Banrtch 
theorem : 
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5.19 Theoram Let M be a linear subspace of a normed linear spuce X, 
and let $0 E X. Then $0 i s  in the closure M of M i f  and only i f  &re is no 
bounded linear functional f on X such that f (x )  = 0 for all x e  M but 
f(x0) # 0. 

PROOF If zo e B, f is a bounded linear functional on X, and f ( x )  = 0 
for all x e 211, the continuity off shows that we also have f(xo) = 0. 

Conversely, suppose xo # i@. Then there exists a 6 > 0 such that 
IIx - xol( > 6 for all x e M. Let M' be the subspace generated by 
M and xo, anddefine f ( x  + h z o )  = h i f x e  M and Xisascalar. Since 

we see that f is a linear functional on M' whose norm is a t  most 6-l. 
Also f ( x )  = 0 on M, f (go)  = 1. The Hahn-Banach theorem allows 
us to extend this f from M' to X. 

5.20 Theorem If X i s  a normed linear space and $ xo E X, xo # 0, there 
ia a bounded linear functional f on X, of norm 1, so that ~ ( x o )  = Ilxoll. 

PROOF Let M = (Axo), and define f(Axo) = Xllxoll. Then f is a 
linear functional of norm 1 on M, and the Hahn-Banach theorem 
can again be applied. 

5.21 Remarks If X is a norrned linear space, let X* be the collection of all 
bounded linear functionals on X. If addition and scalar multiplication 
of linear functionals are defined in the obvious manner, it is easy to see 
that X* is again a normed linear space. In  fact, X* is a Banach space; 
this follows from the fact that the field of scalars is a complete metric 
space. We leave the verification of these properties of X* as an exercise. 

One of the consequences of Theorem 5.20 is that X* is not the trivial 
vector space (i.e., X* consists of more than 0) if X is not trivial. In  fact, 
X* separates points on X. This means that if xl # x2 in X there exists 
an f E X* such that f ( x l )  # f (xZ) .  TO prove this, merely take 

xo = x2 - $1 

in Theorem 5.20. 
Another consequence is that, for x e X, 

Hence, for fixed x e X, the mapping f f ( x )  is a bounded linear func- 
tional on X*, of norm 11x11. 

This interplay between X and X* (the so-called "dual space" of X )  
forms the basis of a large portion of that part of mathematics which is 
known as functirmal a d g s i s .  
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An Abstract Approach to the Poisson Integral 

5.22 Successful applications of the Hahn-Banach theorem to concrete 
problems depend of course on a knowledge of the bounded linear func- 
tional~ on the normed linear space under consideration. So far we have 
only determined the bounded linear functionals on a Hilbert space (where 
a much simpler proof of the Bahn-Banach theorem exists; see Exercise 6) 
and we know the positive linear functionals on C,(X). 

We shall now describe a general situation in which the last-mentioned 
functionals occur naturally. 

Let K be a compact HausdortT space, let H be a compact subset of K, 
and let A be a subspace of C ( K )  such that 1  E A (1  denotes the function 
which assigns the number 1  to each z e K) and such that 

Here we used the notation 

Because of the example discussed in Sec. 5.23, H is sometimes called a 
boundary of K, corresponding to the space A. 

I f f  E A and x E K, (1 )  says that 

In particular, if f ( y )  = 0 for every y E H, then f (x)  = 0 for all x E K. 
Hence if f l  and f 2 e A  and f l ( y )  = f 2 ( y )  for every H ,  then f l  = f2; to 
see this, put f = f l  - f 2 .  

Let M be the set of all functions on H which are restrictions to H of 
members of A.  It is clear that M is a subspace of C(H). The preceding 
remark shows that each member of M has a unique extension to a mem- 
ber of A. Thus we have a natural one-to-one correspondence between 
M and A ,  which is also norm-preserving, by (I). Bence it  will cause no 
confusion if we use the same letter to designate a member of A and its 
restriction to H .  

Fix a point x  E K. The inequality (3) shows that the mapping f -+ f ( x )  
is a bounded linear functional on M,  of norm 1 [since equality holds in 
(3) if f = I ] .  By the Hahn-Banach theorem there is a linear functional 
A on C ( H ) ,  of norm 1, such that 

We claim that the properties 

imply that A is a, positive linear functional on C ( H ) .  
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To prove this, suppose f r C(H), 0 5 f 5 1, put g = 2f - 1, and put 
Ag = a! + iB, where a! and are real. Note that -1 I g 5 1, so that 
Ig + ir12 5 1 + r2 for every real constant r. Hence (5) implies that 

Thus B2 + 2rB 5 1 for every real r ,  which forces 0 = 0. Since [ Ig( lH < 1, 
we have la!\ L 1; hence 

Now Theorem 2.14 can be applied. I t  shows that there is a regular 
positive Bore1 measure p, on H such that 

In particular, we get the representation formula 

What we have proved is that to each x r K there corresponds a positive 
measure p, on the "boundary" H which "represents" x i n  the sense that (9) 
holds for every f r A. 

Note that A determines p, uniquely; but there is no reason to expect 
the Hahn-Banach extension to be unique. Hence, in general, we cannot 
say much about the uniqueness of the representing measures. Under 
special circumstances we do get uniqueness, as we shall see presently, 

5.23 To see an example of the preceding situation, let U = (z: lzl < 1 1 
be the open unit disc in the complex plane, put K = 0 (the closed unit 
disc), and take for H the boundary T of U.  We claim that every poly- 
nomial f, i.e., every function of the form 

where ao, . . . , a~ are complex numbers, satisfies the relation 

(Note that the continuity o f f  shows that the supremum of I f 1  over U 
is the same as that over D.) 

Since U is compact, there exists a zo s 0 such that 1 f (20) 1 2 If (z) 1 fok 
a U z ~  0. h u m e z o ~ U .  Then 
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and if 0 < T < 1 - Jzoj, we obtain 

so that bl = bp = = bN = 0; i.e., f is constant. Thus Z O E  T for 
every nonconstant polynomial f ,  and this proves (2). 

(We have just proved a special case of the maximum modulus theorem; 
we shall see later that this is an important property of all holomorphic 
functions.) 

5.24 The Poi~son Integral Let A be any subspace of C ( u )  (where 0 is 
the closed unit disc, as above) such that A contains all polynomials and 
such that 

holds for every f r A. We do not exclude the possibility that A consists 
of precisely the polynomials, but A might be larger. 

The general result obtained in Sec. 5.22 applies to A and shows that to 
each z r U there corresponds a positive Bore1 measure p, on T such* that 

(This also holds for z E T, but is then trivial: p, is simply the unit mass 
concentrated at  the point 2.) 

We now fix z E U and write z = rei@, 0 5 r < 1, 6 real. 
If U J W )  = wn, then u, E A for n = 0,1,2, . . . 9 hence (2) shows that 

Since u-, = G, on T, (3) leads to 

This suggests that we look at  the real function 

P,(6-t) = 2 rlmlein(@-t) (t real), 
n m - m  

since 

Note that the series (5) is dominated by  the convergent geometric series 
Zrjnl, so that it is legitimate to insert the series into the integral (6) and 
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to integrate term by term, which gives (6). Comparison of (4) and (6)  
gives 

for f = un, hence for every trigonometric polynomial f ,  a d  Theorem 
4.25 now implies that (7) holds for every f e C(T). [This shows that pz 
was uniquely determined by (2). Why?] 

In particular, (7) holds i f f  c A, and then (2)  gives the representation 

The series (5) can be summed explicitly, since it is the real part of 

eit + z 1 - r2 + 2ir sin (0 - t )  1 + 2 2 (zePd)n = eq = 11 - Ze-it[2 
1 

Thus 
1 - rz 

pr(e - 1) = 
1 - 2r cos (0 - t )  + r2' 

This is the so-called "Poisson kernel." Note that P,(0 - t )  2 0 if 
O < r < l .  

We now mmmarize what we have proved: 

5.25 Theorem Suppose A i s  a vector space of continuous complex functions 
on the closed unit disc 0. If A contains all polynomials, and if 

for every f r A (where T i s  the unit  circle, the boundary of U ) ,  then the Poisson 
integral representation 

1 1 - r2 
(2)  f ( z )  - 2 r c o s ( ~ - t )  +r2 f (e f i )  dt (z = re") 

is valid for every f E A and every z z U .  

Exercises 

1 Let X consist of two points a and b, put p ( f a f )  = p ( { b ] )  = 4, 
and let L P ( ~ )  be the resulting real LP-space. Identify each real 
function f on X with the point ( f ( a ) ,  f(b)) in the plane, and sketch 
the unit balls of L P ~ ) ,  for 0 < p 5 QO . Note that they are con- 
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vex if and only if 1 5 p _< m. For which p is this unit ball a 
square? A circle? If p((a))  Z p((bj), how does the situation 
differ from the preceding one? 

2 Prove that the unit ball (open or closed) is convex in every 
normed linear space. 

3 If 1 < p < 00, prove that the unit ball of Lpb) is strictly conuex; 
this means that if 

then llhllp < 1. (Geometrically, the surface of the ball contains 
no straight lines.) Show that this fails in every L1(p), in every 
La(p), and in every C ( X ) .  (Ignore trivialities, such as spaces 
consisting of only one point.) 

4 Let C be the space of all continuous functions on [O,lj, with the 
supremum norm. Let M consist of all f E C for which 

Prove that M is a closed convex subset of C which contains no 
element of minimal norm. 

5 Let M be the set of all f E L1([0,1]), relative to Lebesgue measure, 
such that 

Show that M is s dosed convex subset of L1([O,l]) which contains 
infinitely many elements of minimal norm. (Compare this and 
Exercise 4 with Theorem 4.10.) 

6 Let f be a bounded linear functional on a subspace M of a Hilbert 
space H. Prove that j has a unique norm-preserving extension 
to a bounded linear functional on H, and that this extension 
vanishes on MI. 

7 Construct a bounded linear functional on some subspace of some 
L1(p) which has two (hence infinitely many) distinct norm-pre- 
serving linear extensions to Ll(p). 

8 Let X be a normed linear space, and let X* be its dual space, as 
defined in Sec. 5.21, with the norm 

(a) Prove that X* is a Banach space. 
(b) Prove that the mapping f -+ f (x) is, for each x E X, a bounded 

linear functional on X*, of norm 112 11. (This gives a natural 
imbedding of X in its "second dual" X**, the dual space of 
X*.) 
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(c) Prove that { Ilx, 11 ] is bounded if { x, ] is a sequence in X such 
that {f(x,)] is bounded for every f r X*. 

9 Let co, 41, and 4- be the Banach spaces consisting of all complex 
sequences x = {ti), i = 1, 2, 3, . . . , defined as follows: 

x rG1 if and only if 1 1 ~ 1 1 ~  = Zltil < w .  

xr,Cm if and only if 1 1 ~ 1 1 ~  = sup Itil < 03. 

co is the subspace of Gm consisting of d l  x r4* for which ti --+ 0 
as i-+ 03 .  

Prove that (co) * = l l  and that .(tl) * = Cm, using the notation of 
Exercise 8, but that (Gm) * # G1. 

Prove that co and G l  are separable but that C* is not. 
[The statement "(co)* = 41') means, more explicitly, that to 

every bounded linear functional A on co there corresponds a unique 
sequence { q i ]  such that 

Z l s i l = l l ~ \ l  and k = Z t a ,  for all X P  co 

and conversely. That (P)*  # 11 depends on the fact that there 
is a nontrivial bounded linear functional on .lw which vanishes on 
all of co.j 

10 If Z a t i  converges for every sequence f ti} such that ti -t 0 as 
i -+ a, prove that 2lcu;l < a. 

11 For 0 < a! < 1, let Lip CY denote the space of all complex functions 
f on [a,bJ for which 

M f  = sup Ifb) - f(0l < 
s#t I S  - tlQ 

Prove that Lip CY is a Banach space, if 11 f l \  = f (a) 1 + M,; also, if 
l l f l l  = M f + s u p  If(x)l. (The members of Lip a are said to 

2 

satisfy a Lipschitz condition of order a.)  
12 Let K be a triangle (two-dimensional figure) in the plane, let H be 

the set consisting of the vertices of K, and let A be the set of all 
real functions f on K, of the form 

f(x,y) = + BY + 7 (a, B, and 7 red). 

Show that to each (xo,po) r K there corresponds a unique measure 
p on H such that 

(Compare Sec. 5.22.) 
Replace K by a square, let H again be the set of its vertices, and 

let A be as above. Show that to each point of K there still cor- 
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responds a measure on H, with the above property, but that 
uniqueness is now lost. 

Can you extrapolate to a more general theorem? (Think of 
other figures, higher dimensional spaces.) 

13 Let {f,) be a sequence of continuous real functions an the line 
which converges at every point. Prove that there is an interval 
I and a number M < a such that If,(x)) < M for every x c  I 
and n = 1, 2, 3, . . . , Find some generalizations of this. 

14 Let C be the space of all real continuous functions on I = [0,1] 
with the supremum norm. Let X, be the subset of C consisting of 
those f for which there exists a t E I such that ] f (s) - f (t) 1 5 nls - tl 
for all s E I. Fix n and prove that each open set in C contains an 
open set which does not intersect X,. (Each f E C can be uni- 
formly approximated by a zigzag function g with very large slopes, 
and if (Ig - hll is small, h # X,.) Show that this implies the 
existence of s dense Ga in C which consists entirely of nowhere 
differentiable functions. 

15 Let A = (%) be an infinite matrix with complex entries, where 
i, j = 0 1 2, . . . . A associates with each sequence {sj] a 
sequence { ~ i ) ,  defined by 

provided that these series converge. 
Prove that A transforms every convergent sequence Isj) to a 

sequence (ui) which converga to the same limit if and only if the 
following conditions are satisfied : 

(a) lim a~ = O for each j. 
i-r m 

The process of passing from { a j )  to {a<)  is called a summability 
method. Two examples are: 

and 1 - r )  O < r i < l ,  n+1. 
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Prove that each of these also transforms some divergent sequences 
{sj ) (even some unbounded ones) to convergent sequences (ui]. 

16 Suppose X and Y are Banach spaces, and suppose A is a linear 
mapping of X into Y, with the following property: For every 
sequence {x,,] in X for which x = lim x, and y = lim Ax, exist, 
i t  is true that y = Ax. Prove that A is continuous. 

This is the so-called "closed graph theorem." Hint: Let X @ Y 
be the set of all ordered pairs (x,y), x r X and p r Y, with addition 
and scalar multiplication defined componentwise. Prove that 
X @ Y is a Banach space, if Il(z,y)l! = lixll + Ilyil. The graph 
G of A is the subset of X $ Y formed by the pairs (x,Ax), x r X. 
Note that our hypothesis says that G is closed; hence G is a 
Banach space. Note that (x,Ax) -+ x is continuous, one-to-one, 
and linear and maps G onto X. 

Observe that there exist nonlinear mappings (of R1 onto R1, for 
instance) whose graph is closed although they are not continuous : 
f(x) = l/x if x z O! f(0) = 0. 

17 If p is a positive measure, each f r Lm(p) defines a multiplication 
operator Mi on L2(p) into L8(p), such that Ml(g) = fg. Prove 
that IjMlll 5 1 1  f l l  ... For which measures p is it true that 
llMfll = ! I f l l m  for all f r L m ( ~ ) ?  For which f r L m ( ~ )  does M f  map 
L8(p) onto L2(p)? 

18 Suppose {A,,] is a sequence of bounded linear transformations I .  

from a normed linear space X to a Banac.h space Y, suppose 
11 A, 11 5 M < for all n, and suppose there is a dense set E C X 
such that { Anx ] converges for each x r E. Prove that { A,x J con- 
verges for each x e X. 

19 If s, is the nth partial sum of the Fourier series of a function 
f r C(T), 'prove that sn/log n + 0 unifondy, as n + 00, for each 
f r C(T). That is, prove that 

11"llm - 0. lim - - 
n-t 00 log n 

On the other hand, if X,/log n -+ 0, prove that there exists an 
f E C(T) such that the sequence { s,(f ;O) /A, ) is unbounded. 
Hint: Apply the reasoning of Exercise 18 and that of Sec. 5.11, 
with a better estimate of llDnlll than was used there. 

20 Is  the lemma of Sec. 4.15 valid in every Banach space? In every 
normed linear space ? 
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Total Variation 

6.1 Introduction Let rn be a u-algebra in a set X.  Call a countable 
collection { E i )  of members of 312 a partition of E if Ei n Ej = IZ/ whenever 
i # j ,  and if E = UEi. A complex measure p on rn is then a complex 
function on rn such that 

for every partition (Ei  of E. 
Observe that the convergence of the series in (1) is now part of the 

requirement (unlike for positive measures, where the series either could 
converge or could diverge to a). Since the union of the sets E* is not 
changed if the subscripts are permuted, every rearrangement of the series 
(1) must also converge. Hence ([26], Theorem 3.56) the series actually 
converges absolutely. 

Let us consider the problem of finding a positive measure h which 
dominatea a given complex meaaure p on rn, in the sense that Ip(E) I ,< X(E) 
for every E E 313, and let us try to keep X as small as we can. Every 
aolution to our problem (if there is one at  all) must satisfy 

for every partition { E i )  of any set E E 313, so that x ( E )  is a t  least equal to 
the supremum of the sums on the right of (2),  taken over all partitions of 
E. This suggests that we &Jim a set functkm Ipl on rn by 

the supremum being taken over all partitions (Ej] of E. 
117 
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This notation is perhaps not the best, but it is the customary one. 
Note that Ip /(E) 2 Ip(E) 1, but that in general IpI (E) is not equal to Ip(E) 1. 

It turns out, as will be proved below, that Ip] actually is a measure, so 
that our problem does have a solution. The discussion which led to (3) 
then shows clearly that ]pI is the minimal solution, in the sense that any 
other solution X has the property X(E) > Jp[(E) for all E e Sn. 

The set function [p( is called the total variation of p, or sometimes, to 
avoid misunderstanding, the i!o&l variation measure. The term "total 
variation of p" is also frequently used to denote the number \p\(X), 

If p is a positive measure, then of course (p( = p. 

Besides being a measure, lpl has another unexpected property: 
Ipl (X) < KJ . Since Ip(E) I IpI(E) Ipl (X), this implies that every 
complex measure p on any u-algebra is bounded: if the range of p lies in 
the complex plane, then it actually lies in some disc of finite radius. This 
property (proved in Theorem 6.4) is sometimes expressed by saying that 
p is of bounded variation. 

6.2 Theorem The tolal variation IpI of a complex measure p on 3ll is a 
positive measure on 3ll. 

PROOF Let {Eif be a partition of E E m. Let 4 be real numbers 
such that ti < lpl (E;). Then each E,- has a partition ( Aiif such that 

Since (Aij) (i, j = 1, 2. 3, . . .) is a partition of E, it follom that 

Taking the supremum of the left side of (2)) over all admissible choices 
of ( t i ] ,  we see that 

To prove the opposite inequality, let ( A j ]  be any partition of E. 
Then for any fixed j, ,4j n Ei } is a partition of Aj, and for any fixed i, 
{ Aj n E;) is a partition of Ei. Hence 
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Since (4) holds for every partition { A j )  of E, we have 

By (3) and (5) ,  1 ~ 1  is countably additive. 
Note that the Corollary to Theorem 1.27 was used in (2) and (4).  
That I p (  is not identically ~0 is a trivial consequence of Theorem 

6.4 but can also be seen right now, since Irl(@) = 0. 

6.3 Lemma If zl, 22, . . . , z, are complex numbers, there i s  a subset S 
of (1, . . . ,n] 8wh lhQt 

PROOF Pu t  w = Izl[ + + 1 ~ n l .  The complex plane is the 
union of four closed quadrants, bounded by the lines y = f x,  and 
at  least one of these quadrants Q (assume, without loss of generality, 
that it is the one defined by lyl 5 z) has the property that the sum of 
the lzjJ for which zj c Q is at least w/4.  For z c &, we have 

if 8 is the set if all j such that y e Q, it follows that 

6.4 Theorem If p i s  a complex measure on X,  then 

PROOF We first show that if = oo for some E 1 %, then 
E = A u B , w h e r e A a n d B e 3 1 2 , A n B = @ , a n d  

Indeed, the definition of I p l  shows that to every 1 < there cor- 
responds a partition {Ejj of E such that ~ l ~ ( E , ) l  > t. Let us take 
t = 6 + ( 1 )  Then 

for some n; and if we apply Lemma 6.3 with 6 = P(Ej). and put 



120 Real and complex analydr 

it follows that A C E and la(A)I > t/6 2 1. If B = E - A, then 

Since 1p1 ( E )  = Ilcl (A) + Ipl (B), by Theorem 6.2, we have 1pI (A) = - 
or Jpl (B) = (or both), and we obtain (2) by interchanging A and 
B, if necessary. 

Now assume that Ipl(X) = m. Put Bo = X. Suppose n 2 0, 
and B, is chosen so that 1p1 (Bm) = a. Then, applying (2) with B, 
in place of E, we see that B, is the union of two disjoint sets A,+1 and 
B,+1, such that (p(A,+,)I > 1 and lp[(B.+J = 00.  We thus induc- 
tively obtain disjoint sets A,, Az, Aa, . . . , with 1p(A,)( > 1. If 
C = UA,, the countable additivity of p shows that 

But this series cannot converge, since r(A,) does not tend to 0 as 
n -+ a. This contradiction shows that (1) must hold. 

6.5 If p and X are complex measures on the same noalgebra m, we define 
p + k and cp by 

for any scalar c, in the usual manner. It is then trivial to verify that 
p + X and cp are complex measures. The collection of all complex mem- 
ures on 32 is thus a vector space. If we put 

it is easy to verify that all axioms of a normed linear space are satisfied. 

6.6 Positive and Negative Varia~om Let us now specializ'e and consider 
a red measure p on a a-dgebra 312. (Such measures are frequently called 
signed measures.) Define lpl as before, and define 

Then both p+ and p- are positive measures on 3171, and they are bounded, 
by Theorem 6.4. Also, 

The measures p+ and p- are called the positive and negatiue variations 
of p, respectively. This representaticn of p as the difference of the posi- 
tive measures p+ and p- is known as the J o h n  decomposition of r. 
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Among d l  representations of p as a d8erence of two positive measures, 
the Jordan decomposition has a certain minimum property which will be 
established an a corollary to Theorem 6.14. 

Absolute Continuity 

6.7 Definitions Let p be a positive measure on a n-dgebra m, and let X 
be an arbitrary measure on 'Jn; X may be positive or complex. (Recall 
that a complex measure has its range in the complex plane, but that our 
usage of the term "positive measure" includes a a9 an admissible value. 
Thus the positive measures do not form a subclass of the complex ones.) 

We say that X is Qbsdubly &tinuma with respect to p, and write 

if X(E) = 0 for every E e for which p(E) = 0. 
If there is a set A r %I such that X(E) = X(A n E) for every E e %t, we 

say that X is concentrakd on A. This is equivalent to the hypothesis that 
X(E) = 0 whenever E n A = @. 

Suppose X1 and X2 are measures on m, and suppose there exists a pair 
of disjoint sets A and B such that Xi is cohcentrated on A and X2 is con- 
centrated on B. Then we say that X1 and X 2  are mutually ttingulhr, and 
writa 

Here me some elementary properties of these concepts. 

6.8 Prupoaition Suppose p, X, XI, and he are measures on a u-algebra 'SII;, 

and p .( positive. 

(a) If X is concentrakd on A, so is IX1. 
(b) If X1 I X2, then (Xll L IX2l. 

(c) If X1 I P and A2 I P, then X i  + A2 I P. 
(d) If XI << p and X2 << p, then XI + Xz << p. 

(e) If X << p, then (XI <<p. 

(f) I jCX1 <<p and X2 I p, then X i  L Xs. 
(g) IfX <<,A u d X  1. p, thelax = 0. 

PROOF 

(a) If E n A = @ and {Ej] is any partition of E, then X(Ej) = 0 
for all j. Hence !XI(@ = 0. 

(b) follows immediately from (a). 
(c) There are disjoint sets Al and B1 such that X1 is concentrated 

on A1 and p on B1, and there are disjoint sets A2 and Ba such 
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that X2 is concentrated on An and p on B2. Hence X I  + X2 is  
concentrated on A = Al u A$, p isconcentrated on B = B1 n B2, 
and A n B  = a. 

(d) is obvious. 
(e) Suppcse p(E)  = 0, and [Ej) is a partition of E. Then 

p ( E j )  = 0 ; and since X << p, X(Ei) = 0 for all j, hence ZJX(Ej) I = 0. 
This implies / x I ( E )  = 0. 

(fl Since hq I p, there is a set A with p ( A )  = 0 on which X 2  is 
concentrated. Since X1 << p, X1(E) = 0 for every E C A. 
So A1 is concentrated on the complement of A. 

(g) By (f), the hypothesis of (g) implies that X I X, and this 
clearly forces X = 0. 

We now turn to the principal theorem concerning absolute continuity. 
In fact, it is probably the most important theorem in measure t)~eory. 

6.9 Theorem Let p and X be po&tive bounded measures on u a-algebra 517, 

in a set X .  

(a)  There is a unique pair of memures X,  and X ,  on 3n such that 

These measures are positive, and X, I X,. 
(b) T b e  is a unique h r L1(p) m h  h t  

The pair X, and A, is called the Lebesgue decomposition of X relative to p. 

The uniqueness of the decomposition is easily seen, for if X: and X: is 
another pair which satisfies (1)) then 

(3) A:, - X,  = X,  - X i ,  

X L  - X,  << p, and A, - A: 1 p,  hence both sides of (3) are 0; we have used 
6.8(c), 6.8(d), and 6.8(g). 

The existence of the decomposition is the significant part of (a). 
Assertion (b) is known as the Radon-Nikudy rn theorem. Again, unique- 

ness of h is immediate, from Theorem 1.39(b). Also, if h is any member 
of L1(p), the integral in (2) defines a measure on (Theorem 1.29) which 
is clearly absolutely continuous with respect to p. The point of the 
Radon-Nikodym theorem is the converse: every X << p (in which case 
X, = X) is obtained in this way. 

The function h which occurs in (2) is called the Radon-Nikodym & n b  
tive of A, with respect to p. As noted after Theorem 1.29, we may express 
(2) i11 the form A, = h dp,  or even in the form h = dX,/dp. 
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The idea of the following proof, which yields both theorems a t  one 
stroke, is due to von Neumann. 

PROOF Put q = X + p. Then (p is a positive bounded measure on 
m. The definition of the sum of two measures shows that 

for f = XE, hence for simple f, hence for any nonnegative measurable 
f. If f e Lz(cp), the Schwarz inequality gives 

since cp(X) < C Q ,  the mapping 

is seen to be a bounded linear functional on L2((p). 
We know that every bounded linear functional on a Hilbert space 

H is given by an inner product with an element of H. Hence there 
exists a g e L2(cp) such that 

Observe how the completeness of LZ((p) was used to guarantee the 
existence of the function g.  Observe also that although g is defined 
uniquely as an element of L2((p), g is determined only a.e. [cpj as a 
point function on X. 

Put f = XE in (6), for any E e 337; with q(E)  > 0. The left side of 
(6) is then X(E) ; and since 0 5 X ,< cp ,  we have 

Hence g(x) e [0,1] for almost all x (with respect to (p), by Theorem 
1.40. We may therefore assume that 0 5 g(x)  5 1 for every x r X, 
without affecting (6), and we rewrite (6) in the form 

Put 

(9) A =  [ x : O s g ( x )  €11 ,  B = fx: g ( x )  = 11, 

and define 
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If we take f = XB in (8), we see that p ( B )  = 0. Thus X, I. p. 
Since g is bounded, (8)  holds if we replace f by 

for n = 1, 2,3 ,  . . . , E r 313. We then obtain 

(11) /g (1 - gn+'f3 dX = /g g(1 + q + - + gn) dp. 

At every point of B, g(x) = 1, hence 1 - gn+l(x) = 0, At every 
point of A ,  gn+l(x) + 0 monotonically. The left side of (11) con- 
verges therefore to X(A n E) = A,,(E), as n + 00 . 

The integmnd on the right side of (11) increases monotonicalIy to a 
nonnegative measurable limit h, and the monotone convergence t h e  

orem shows that the right side of (11) tends to h dp, as n + m. 

We have thus proved that (2) holds for every E E 3R. Taking 
E = X ,  we'see that h r L ' ( p ) ,  since X,(X) < a. 

Finally, (2) shows that X ,  << p, and the proof is complete. 

6.10 Exteneions of Theorem 6.9 The proof of Theorem 6.9 strongly 
depended on the assumption that p(X) < 00 ,  i.e., that both p and X were 
bounded measures. 

I f  p is a-finite, then (by definition) X is a union of countably many sets 
X, such that P ( X ~ )  < m . We may assume that the X n  are disjoint, for 
ifnot, we replace ( X n )  by (Y , ) ,  where Y1  = XI, and 

Y n = X , -  ( Y 1 u . .  . UYn-1) 

for n 2 2. If now X(X) < a, we can apply Theorem 6.9 to each X,. 
The Lebesgue decompositions of the measures X(E n X,) add up to a 
Lebesgue decomposition of X ;  we get functions h, on X n  which define a 
function h on X, by setting h(x )  = h,(x) if x r X, ; and since X(X) < , 
it follows easiIy that h e LlG). 

~ Next, if we keep p u-finite and let X be a complex measure on m, then 
X = X 1  + zXz, with XI  and X 2  real, and we can apply the preceding result 
to the positive and negative variations of X I  and X 2  (see Sec. 6.6). 

We may summarize as follows: 

The Lebesgue decomposition theorem and the Radon-Nikdym theorem are 
valid if p is a positive a-finite measure on Sn and if X i s  a complex measure 
m m. 

If both p and X me positive and a-finite, most of Theorem 6.9 is still 
true. We can now write X = UX,, where p(Xn) < 00 .and X(Xn) < m , 
for n = 1, 2, 3, . . . . The Lebesgue decompositions of the measures 
X(E n Xn)  still give us a Lebesgue.decomposition of A, and we still get a 



Complex measures 125 

function h which satisfies Eq. 6.9(2); however, it is no longer true that 
h E L1(P),  although h is "Iocally in Lt," i.e., Jx, h d p  < for each n. 

Finally, if we go beyond u-finiteness, we meet situations where the two 
theorems under consideration actually fail. For example, let p be 
Lebesgue measure on (0,1), and let X be the counting measure on the 
a-algebra of all Lebesgue measurable sets in (0,l). Then X has no Lebesgue 
decomposition relative to p, and although p << X and p i s  bounded, there i s  no 
h E Lt(X) such that d p  = h dX. We omit the easy proof. 

The following theorem may explain why the word "continuity" is used 
in connection with the relation X << p. 

6.11 Theorem Suppose p and X are measures on a a-algebra Em, p i s  PO&- 
tive, and X i s  complex. Then the following two conditions are equivalent: 

(a) X << p. 
(b)  To every E > 0 there corresponds a S > 0 such that IX(E)I < E for 

all E r Src with p ( E )  < S. 

Property (b)  is sometimes used as the definition of absolute continuity. 
However, (a) does not imply (b)  if X is a positive unbounded measure. 
For instance, let p be Lebesgue measure on (0,1), and put 

for every Lebesgue measurable set E C (0,k)). 

PROOF Suppose (b)  holds. I f  p(E) = 0, then p(E) < 6 for every 
S > 0, hence IX(E)I < e.  for every E > 0, so x(E)  = 0. Thus (b) 
implies (a). 

Suppose (6) is false. Then there exists an e > 0 and there exist 
sets En c W (n  = 1,2,3, . . .) such that &(En) < 2-n but IX(En)l 2 E. 
Hence IXI  (En) 2 E. Put 

Then p(A,) < 2-"+', An 3 A,+1, and so Theorem l.lQ(e) shows that 
p(A) = 0 and that 

since I x I  (An) 2 IXI (En). 
I t  follows that we do not have I X !  << p ,  hence (a) is false, by Proposi- 

tion 6.8(e). 
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Consequences of the Radon-Nikodym Theorem 

6.12 Theorem Let p be a complex measure on  a a-algebru 312 in X. T h e n  
there i s  a measurable function h such that Ih(x) 1 = 1 for all x E X and such 
that 

By analogy with the representation of a complex number as the product 
of its absolute value and a number of absolute value 1, Eq. (1) is some- 
times referred to as the polar representation (or polar decompo&tion) of p. 

PROOF It. is trivial that p << 1p1, and therefore the Radon-Nikodyrn 
theorem guarantees the existence of some h r L l ( I p ( )  which satisfies (1). 

Let A, = { x :  ( h ( x ) /  < r } ,  where r is some positive number, and let 
( E l f  be a partition of A,. Then 

so that ]pI(A,) < ~ 1 6 ~ 1  (Ar). If r < 1, this forces IpI(At) = O. Thus 
(hl 2 1 a.9. 

On the other hand, if lp l (E)  > 0, (1) shows that 

We now apply Theorem 1.40 (with the closed unit disc in place of S) 
and conclude that [hl 2 1 a.e. 

Let B = f x E X :  Ih(x) 1 # 1 f . We have shown that Ip](B) = 0; 
and if we redefine h on B so that h ( x )  = 1 on B, we obtain a function 
with the desired properties. 

6.13 Theorem Suppose p zk a positive meamre on 3171, g E L1(p), and 

PROOF By Theorem 6.12, there is a function h ,  of absolute value I, 
such that dX = A dlhl. By hypothesis, dh  = g dp. Hence 

hd lh l  = g d p .  

This gives dlXJ = hg dp. (Compare with Theorem 1.29.) 
Since X I  2 0 and p 2 0, it follows that hg > 0 a.e. [ p ] ,  so that 
= 191 a.e. Lj. 
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6.14 The Hahn Decomposition Theorem Let p be a real measure on a 
a-algebra 3n in a set X .  Then there exist sets A and B E such that 
A u B = X ,  A n B = $3, and such that the positive and negative variations 
p+ and .p- of p satiaf y 

In other words, X is the union of two disjoint measurable sets A and 
B, such that "A carries all the positive mass of p" [since (1) implies that 
p(E) 2 0 if E C A] and "B carries all the negative mass of p" [since 
p(E) < 0 if E C: B3. The pair A and B is cded  a Wahn decomposition 
of X, induced by p. 

PROOF By Theorem 6.12, dp = h dlp/ ,  where (hl = 1. Since p is 
real, it follows that h is real (a.e., and therefore everywhere, by 
redefining on a set of measure 0 ) ,  hence h = f 1. Put 

(2) A = fx:h(x) = I } ,  B = fx: h(x) = -1). 

Since p+ = &(lpl + p) , and since 

we have, for any E E m, 

Since p(E) = p(E n A) + p(E n B) and since p = p+ - p-, the second 
half of (1) follows from the first. 

Corollary If  p = XI - Xz, where XI and X2 are positive measures, then 
XI 2 p+ and Xt 2 p-. 

This is the minimum property of the Jordan decomposition which was 
mentioned in Sec. 6.6. 

PROOF Since p ,< XI, we have 

Bounded Linear Functionals on L P  

6.15 Let p be a positive measure, suppose 1 5 p 5 a, and let q be the 
exponent conjugate to p. The Hlilder inequality (Theorem 3.8) ~hows 
that if g E Lg(p) and if @, is defined by 
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then @, is a bounded linear functional on Lp(p), of norm at most Ilgtlr. 
The question naturally arises whether all bounded linear functionals on 
LP&) have this form, and whether the representation is unique. 

For p = 0 0 ,  the answer is negative: Ll(p) does not furnish all bounded 
linear functionals on Lm(p). For 1 < p < a, the answer is affirmative. 
It is aIso affirmative for p = I, provided certain measuretheoretic pathol- 
ogies are excluded. For a-finite measure spaces, no difficulties arise, 
and we shall confine ourselves to this case. 

6.16 Theorem Suppose 1 2 p < a, p is a a-bite positive masure on X, 
and @ i s  a bounded linear functional on LP!~). Then there is a unique 
g e Lg(p), where q is the exponent conjugate to p, such that 

Moreover, if 9 and g are related as in (I), we have 

(2) l l @ l l  = llgIl** 

In other words, Lq(p) is the dual space of Lp(p), under the stated 
conditions. 

PROOF The uniqueness of g is clear, for if g and g' satisfy (11, then 
the integral of g - g' over any measurable set E of finite measure is 0 
(as we see by taking XE for f), and the a-finiteness of p therefore 
implies that g - g' = 0 a.e. 

Next, if (1) holds, Htilder's inequality implies 

So it remains to prove that g exists and that equality holds in (3). 
If 11911 = 0, (1) and (2) hold with g = 0. So assume ] I @ I I  > 0. 

We first consider the case p(X) < a. 
For any measurabie set E C: X, define 

Since @ is linear, and since XAUB = xA + XB if A and B are disjoint, 
we see that X is additive. To prove countable additivity, suppose E 
is the union of countably many disjoint measurable sets Ei, put 
Ak = El u * u Ek, and note that 

the continuity of 9 now shows that h(Ak) -, A(@. So x is a complex 
measure. [In (4) the assumption p < a, was used.] I t  is clear that 
X(E) = 0 if p(E) = 0, since then llxEllp = 0. Thus X << p, and the 
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Rrtdon-Nikodym theorem ensures the existence of a function g e Ll(p) 
such that, for every measurable E C X, 

By linearity it follows that 

holds for every simple measurable f ,  and so dso for every f r L a b ) ,  
since every f e Loe(p) is a uniform limit of simple functions fi. Note 
that the uniform convergence of f i  to f implies 1 1  fi - f 1 1 ,  3 0, hence 
@Ui) -+ @or 2 3  a. 

We want to conclude that g r LQC) and that (2) holds; it is best 
to split the argument into two csses. 

CASE 1 p = 1. Here (5)  shows that 

for every E  e '%. By Theorem 1.40, jg(x)l < \ 1 @ 1 I  a.e., ;so that 
IIgllm S l l * l l *  
CASE 2  1 < p < .o. There is a measurable function a, la[ = 1 ,  
such that a g  = Igl [proposition 1.9(e)]. Let Em = fx :  Ig(x)/ 5 n ) ,  
and put f = ~ E , I g l * ~ a .  Then 1 f j p  = lglq on En, f r Loe(p), and (6) 
gives 

If we apply the monotone convergence theorem to (7), we obtain 
l l s l l p  5 I I @ f l .  

Thus (2)  holds and g E Lqb) .  It follows that both sides of (6) 
are continuous functions on I g ( p ) .  They coincide on the dense sub- 
set Loe(p) of Lp(p); hence they coincide on all of Lp(p), and this 
completes the proof if p (X)  < a. 

In the a-finite case, X is the union of countably many disjoint seb 
Xi with p(Xi) < 00. Put Yk = X I  u - u Xk. Note that 

for every measurable set E C X, so that the mapping 
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is a linear functional on Lp(p),  of norm at most 1(9(1. The preceding 
result (applied to Xi in place of /X )  shows that there are functions gc 
on X i  such that 

Define gi(x) = 0 for x # Xi, and -put g = gl  -f- g z  + gs + . . . 
Since 

and since p ( Y k )  < .o, the preceding result shows that 

(11) IIgl + + g k l l p  5 l j * I l  ( k  = 1, 2, 31 -1, 
whence llgllo 5 lllpll (by Fatou's lemma, for instance). This con- 
cludes the proof. 

6.17 Remark We have already encountered the special case p = q = 2 
of Theorem 6.16. In fact, the proof of the general case was based on this 
special case, for we used the knowledge of the bounded linear functionals 
on .L2(p) in the proof of the Radon-Nikodym theorem, and the latter was 
the key to the proof of Theorem 6.16. The special case p = 2, in turn, 
depended on the completeness of L 2 ( p )  , on the fact that L2(p) is therefore 
a Hilbert space, and on the fact that the bounded linear functionals on a 
Hilbert space are given by inner products. 

We now turn to the complex version of Theorem 2.14. 

The Riesz Repr-ntation Theorem 

6.18 Let X be a locally compact Hausdorff space. Theorem 2.14 char- 
acterizes the poailive linear functionals on Cc(X) .  We are now in a posi- 
tion to characterize the bounded linear functionals iP on C c ( X ) .  Since 
Cc(X)  is a dense subspace of Co(X) ,  relative to the supremum norm, 
every such 9 has a unique extension to a bounded linear functional on 
Co(X).  Hence we may as well assume to begin with that we are dealing 
with the Banach space Co(X).  

If p is a complex Borel measure, Theorem 6.12 asserts that there is a 
compIex Borel function h with Jh) = 1 such that dp = h drpl. It is there- 
fore reasonable to define integration with respect to  a complex measure 
p by the formula 

(1) /f G = /fn dlrl- 

The relation J x ~  dp = p(E) is a special case of ( 1 ) .  Thus 



Complex measures 131 

whenever p and h are complex measures on 3n and E E 3n. This leads to 
the addition formula 

/ , f  d(P + A) = / x f  dP + / x f  dh, 

which is valid (for instance) for every bounded measurable f .  
We shall call a complex Borel measure p on X regular if lpl is regular in 

the sense of Definition 2.15. 
If p is a complex Borel measure on X ,  it is clear that the mapping 

is a bounded linear functional on C o ( X ) ,  whose norm is nu larger than 
Ipl(X). That all bounded linear functionals on C o ( X )  are obtained in 
this way is the content of the Riesz theorem: 

6.19 Theorem T o  each bounded linear functional 9 on Co(X) ,  where X 
is a locally compact Hausdor$ space, there corresponds a unique complez 
regular Borel measure p such that 

Moreover, if cfi and p are related as in ( I ) ,  then 

PROOF We first settle the uniqueness question. Suppose p is a 
regular complex Borel measure on X and $f dp = 0 for all f E Co(X).  
By Theorem 6.12 there is a Borel function h, with Ih] = 1, such that 
dp = h dlp[. For any sequence { f,] in C o ( X )  we then have 

and since C c ( X )  is dense in L1(lpl)  (Theorem 3.14), ( f a )  can be so 
chosen that the last expression in (3) tends to 0 as n -+ m. Thus 
IpI(X) = 0, and p = 0. I t  is easy to see that the difference of two 
regular complex Borel measures on X is regular. This shows that 
at  most one p corresponds to each 9. 

Now consider a given bounded linear functional cfi on Co(X). 
Assume I I $ l f  = 1,  without loss of generality. We shall construct a 
positive linear functional A on C c ( X ) ,  such that 

where 11 f [I denotes the supremum norm. 
Once we have this A, we associate with it a positive Borel measure 

A, as in Theorem 2.14. The conclusion of Theorem 2.14 shows that 
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X is regular if X(X) < a. Since 

and since I Af 1 5 1 if 1 1  f f f  i: 1, we see that actually X(X) 5 1. 
We also deduce from (4) that 

The last norm refers to the space Ll(X). Thus Q is a linear functional 
on Cc(X) of norm at most 1, with reapect to the L1(X)-nomz on Cc(X). 
There is a norm-preserving extension of 9 to a linear functional on 
L1(X), and therefore Theorem 6.16 (the case p = 1) gives a Bore1 
function g, with 191 5 1, such that 

Each side of (6) is a continuous functional on Co(X), and Cc(X) is 
dense in Co(X). Hence (6) holds for all f E Co(X), and we obtain 
the representation (1) with d p  = g dh. 

Since I l Q l l  = 1, (6) shows that 

We also know that X(X) < 1 and Ig( 1. These facts arecompatible 
only if X(X) = I and (gj = 3 a.e. [A]. Thus dlpf = fgl dX = dX, by 
Theorem 6.13, and 

which proves (2). 
So all depends on finding a positive linear functional A which 

satisfies (4). Iff E Cc+(X) [the class of all nonnegative real members 
of Cc (X) 1, define 

(9) ~f = sup { l * ( h ) l : h ~ C ~ ( X ) ,  Ihl I f ) .  

Then Af 2 0, A satisfies (4), 0 5 f 1  5 f z  implies Af _< Aj2, and 
A(& = cAf if c is a positive constant. We have to show that 

and we then have to extend A to a linear functional on Cc(X). 
Fix f and g E Cc+(X). If e > 0, there exist hl and hz E Cc(X) such 

that lhll -< f, lh21 I 9, and 
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There are complex numbers ai, = 1, SO that &*(hi) = IQi(hi)l, 
i = 1 2. Then 

so that the inequality 2 holds in (10). 
I 

Next, choose h E Cc(X), subject only to the condition Ihl sf + g, 
let V = {x: f(x) + g(x) > O f ,  and define 

It is clear that h~ is continuous a t  every point of V. If xo  # V, then 
h(xo) = 0; since h is continuous and since Ihl(x)l I lh(x)l for all 
E X ,  it follows that xois a point of continuity of hl. Thus h1 E Cc(X), 

and the same holds for h2. 
Since hl + h2 = h and ]hl( I f, Ih2( I g, we have 

I@(h) 1 = [ip(hl) + a(h2) I _< I@(hl)l + 19(h2)1 I Af + 
Hence A(f + g) I Af + Ag, and we have proved (10). 

Iff is now a real function, f e Cc(X), then 2f+ = JfJ + f ,  so that 
f+ E Cc+(X) ; likewise, f- 8 Cc+(X) ; and since f = f+ - f-, it is 
natural to define 

and 

(14) A(u + iv) = Au + iAv, 

Simple algebraic manipulations, just like those which occur in the 
proof of Theorem 1.32, now show that our extended functional A is 
linear on Cc(X). 

This chple tes  the proof. 

Exercises 

1 If p is a complex measure on a U-algebra m, and if E e m, define 

A(@ = SUP 2 lr(Ei) I, 
the supremum being taken over all finite partitions ( E d }  of E. 
Does it follow that A = I r j ?  
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2 Prove that the example given at  the end of Sec. 6.10 has the 
stated properties. 

3 Prove that the vector space M ( X )  of all complex regular Borel 
measures on a locally compact Hausdorff space X is a Banach 
space if Ilplf = lp l (X) .  Hint: Compare Exercise 8, Chap. 5. 
[That the difference of any two members of M ( X )  is in M ( X )  
was used in the first paragraph of the proof of Theorem 6.19; 
supply a proof of this fact.] 

4 Suppose 1 < p < .o , and q is the exponent conjugate 'to p. 
Suppose p is a a-finite measure and g is a measurable function 
such that fg E L1 (p )  for every f E LP(P). Prove that then E Lq(p). 

5 Suppose X consists of two points a and b; define p ( ( a ) )  = 1, 
p ( ( b ) )  = @ ( X )  = GO, and p ( @ )  = 0. Is it true, for this p, that 
Lm(p) is the dual space of L'(p)? 

6 Suppose 1 < p < a and prove that Lq(p) is the dual space of 
Lp(p)  even if p is not a-finite. (As usual, l / p  + l / q  = 1.) 

7 Suppose p is a complex Borel measure on [0,2?r) (or on the unit 
circle T), and define 

Assume that ~ ( n )  -+ 0 as n -+ + and prove that then 4 0 
as n --+ - .o . Hint: The assumption also holds with f dp in place 
of t ip  iff is any trigonometric polynomial, hence i f f  is continuous, 
hence i f f  is any bounded Borel function, hence if d p  is replaced 
by d l ~ l *  

8 In the terminology of Exercise 7, find all p such that f l  is periodic, 
with period k. [This means that D(n + R )  = p(n) for d l  integers 
n ;  of course, k is also assumed to be an integer.] 

9 Let p be a jinite positive measure on a measure space X .  A 
sequence ff,) in L1(p )  is said to have uniformly absolutely con- 
tinuous integrals if to each e > 0 there corresponds a 6 > 0 such 
that p (E) < 6 implies 

Prove the following theorem of Vitali: If { f , )  has uniformly 
absolutely continuous integrals and if f ,(x) -+ f (x) a.e., then 
f E L 1 b )  and 

Hint: Show first that { If,[ ) also has uniformly absolutely con- 
tinuous integrals. X is a union of finitely many sets of small 
measure. This leads to Sl  f 1 < a. For any e > 0, the set where 
If, - f j > e has, small measure for all large n .  
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10 (a) Show that Vitdi's theorem implies Lebesgue's dominated con- 
vergence theorem, for finite measure spaces. Construct an 
example in which Vitali's theorem applies although the 
hypotheses of Lebesgue's theorem do not hold. 

(b) Construct a sequence { f , ) ,  say on [0,1], so that f , (x)  4 0 a,e., 
$ f ,  -+ 0 ,  but { f ,  J does not have uniformly absolutely continuous 
integrals. 

(c) However, the following converse of Vitali's theorem is true: 
Suppose p is a finite positive measure on X, { f,f is a sequence 
in L1h),  f E L1O, fn(x)  -) f ( x )  a.e., and 

for every measurable set E C X. Then { f ,  f has uniformly 
absolutely continuous integrals. Prove this. (It is enough to 
consider the case f  = 0.) 

11 Show that pointwise convergence a.e. can be replaced by con- 
vergence in measure in Exercises 9 and 10. 



Integration on 

Product Spaces 

This chapter is devoted to the proof and discussion of the theorem of 
Fubini concerning integration of functions of two variables. We first 
present the theorem in its abstract form. 

Measurability on Cartesian Products 

7.1 Definitions If X and Y are two sets, their cartesian product X X Y 
is the set of all ordered pairs (x,y), with x E X and y r Y. If A C X 
and B C Y, it follows that A X B C X X Y. We call any set of the 
form A X B a redangle in X X Y. 

Suppose now that (X,$) and (Y,g) are measurable spaces. Recall 
that this simply means that S is a a-algebra in X and 3 is a a-algebra in Y. 

A measurable rectangle is any set of the form A X B, where A r S and 
B E 3, 

If Q = R1 U . U R,, where each Ri is a measurable rectangle and 
Ri f l  Rj = @ for i P j, we say that Q E E,  the class of all elementary sets. 

S X 3 is defined to be the smallest a-algebra in X X Y which contains 
every measurable rectangle. 

A monotone class rn is a collection of sets with the following properties: 
If Ai E m, Bi E W, Ai C Bi 2 Bi+l, for i = 1, 2, 3, . . . , and if 

0 m 

' (1) A = IJ Ai, B = fl Bi, c- 1 i l l  

then A E % and B E rn. 
If E C X  X Y , x E X ,  y e  Y, wedefine 

(2) E, = fy: (x,y) r E), Eu = {x: (x,y) e E). 
We call Es and Eu the x-section and y-section, respectively, of E. Note 
that E, C Y, Ev C X. 

136 
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7.2 Theorem If E E S X 3, then E, E 3 and Ev E 8, for every x E X and 
y r  Y.  

PROOF Let Q be the class of all E e S X 3 such that E, e 3 for every 
X E X .  If E = A X B ,  then E z = B i f z ~ A ,  E , = g  i f x # A .  
Therefore every measurable rectangle belongs to Q. Since 3 is a 
ealgebra, the following three statements are true. They prove that 
Q is a a-algebra and hence that Q = S X 3: 

(a) X X Y E Q. 
(b) I f  E E Q, then (P), = (E,)., hence 2P E Q. 
(c) I f  Ei r Q (i = 1, 2, 3, . . .) and E = lJ Ei, then E, = lJ(Ei),, 

hence E E Q. 

The proof is the same for Eu. 

7.3 Theorem S X 3 i s  the smallest monotoni class which contains all 
elementary sets. 

PROOF Let !in2 be the smallest monotone class which contains E ;  the 
proof that this class exists is exactly like thak of Theorem 1.10. 
Since $ X 3 is a monotone class, we have 3n C 8 X 3. 

The identities 

(Ar X B1) - (Az X Bz) = [ (A ,  - At) X Bl] u [ (A ln  Az) X (B1 - Bz)] 

show that the intersection of two measurable rectangles is a measur- 
able rectangle and that their difference is the union of two disjoint 
measurable rectangles, hence is an elementary set. If P E E and 
Q E E,  it follows easily that P n Q E 8 and P - Q E &. Since 

and (P - Q) n Q  = IQl, wealso have P u Q E E .  
For any set P C X X Y, define Q(P) to be the class of all 

Q C X X Y  

such that P - Q E m, Q - P E m, and P u Q E 3n. The following 
properties are obvious: 

(a) Q E Q(P) if and only if P E Q (Q). 
(b) Since !in2 is a monotone class, so is each Q(P). 

Fix P r E. Our preceding remarks about E show that Q E O(P) 
for all Q e 8, hence & C Q(P) ,  and now (b) implies that Stl C Q(P). 

Next, fix Q r m. We just saw that Q E a(P) if P e E-. By (a), 
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P E Q(Q), hence & C Q(Q), and if we use (b) once more we obtain 
C a(&>. 

Su1llmingup:IfP~317andQrEm,thenP - Q r m a n d P u Q ~ m .  
It now follows that Em is a a-algebra in X X Y: 

(i) X X Y E &, hence X X Y E m. 
(ii) If Q E m, then Qc E m, since the difference of any two mem- 

bers of m is in m. 
(iii) If Pi E m for i = 1, 2, 3, . . . , and P = UPi, put 

Since Sn is closed under the formation of finite unions, Q, E Em. 
Since Q, C &,+I and P - UQ,, the monotonicity of x shows 
that P E m. 

Thus 3lt is a a-algebra, & C Sn C $ X 3, and (by definition) 
$ X 3 is the smallest a-algebra which contains 8. Hence = S X 3. 

7.4 Definition With each function f on X X Y and with each x r X 
we associate a function f, defined on Y by f&) = f (x,y). 

Similarly, if y E Y, fv is the function defined on X by fv(x) = f (x,y). 
Since we are now dealing with three a-algebras, $, 3, and S X 8, we 

shall, for the sake of clarity, indicate in the sequel to which of these three 
a-algebras the word "measurable" refers. 1! 
7.5 Theorem Let f be an (S X 3)-meaeurable function on X X Y. Then 

(a) For emh x E X, f, is a 3-measurable function. 
(b) For each y E Y, fY ia an 3-measurable function. 

PROOF For any open set V, put 

Then Q E S X 3, and 

Theorem 7.2 shows that Q, r 3. This proves (a); the proof of (b) 
is similar. 

Product Measures 

7.6 Theorem Let (X,S,p) and (Y,S,X) be a-finite measure spaces. Sup- 
pose Q e s X 3. If 
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for every x E X and y E Y ,  then cp ig 8-meamruble, $ is 3-measurable, and 

N o h :  The assumptions on the measure spaces are, more explicitly, that 
p and X are positive measures on S and 3, respectively, that X is the union 
of countably many disjoint sets X, with p(X,) < a, and that Y is the 
union of countably many disjoint sets Y, with X(Y,) < ao. 

Theorem 7.2 shows that the definitions (1) make sense. Since 

with a similar statement for p(&Y), the conclusion (2) can be written in 
the form 

(4) d r ( 4  /, xo(x,?./) a(?,) = /, &(y) /, xo(x,y) dp(x) .  

PROOF Let Q be the class of all Q E 8 X 3 for which the conclu~ion 
of the theorem holds. We claim that Q has the following four 
properties : 

(a) Every measurable rectangle belongs to a. 
(b) If QI C Q2 C Qg C * , if each Qi E Q, and if Q = UQi, then. 

Q e a. 
(c) If f Qi]  is a disjoint countable collection of members of Q, and 

Q = UQi, then Q E Q. 
(d) If p ( A )  < and X(B) < ao , if 

A X B > & 1 > & 2 ~ & J ~  " '  t 

if Q = n ~ i  and Q E Q  for i = 1 , 2 , 3 ,  . . . , then Q EQ. 

If Q = A X B, where A e 8 ,  B e 3, then 

(5)  x (Q,) = X(B)XA(X) and P(&') = x~ ( Y )  9 

and therefore each of the integrals in (2) is equal to p(A)X(B). 
This gives ( a ) .  

To prove (b)  , let cpi and +i be associated with Qi in the way in which 
(I) associates cp and $ with Q. The countable additivity of p and 
shows that 

the convergence being monotone increasing a t  every point. Since 
cpi and $d are assumed to satisfy the conclusion of the theorem, (b) 
follows from the monotone convergence theorem. 
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For finite unions of disjoint sets, (c) is clear, because the char- 
acteristic function of a union of disjoint sets is the sum of their 
characteristic functions. The general case of (c) now follows from (b). 

The proof of (d) is like that of (b), except that we use the dominated 
convergence theorem in place of the monotone convergence theorem. 
This is legitimate, since p(A) < and X(B) < m .  

Now define 

and let Sn be the class of all Q t S X 3 such that Q,, e D for all choices 
of m and n. Then (b) and (d) show that Sn is a monotone class; (a) 
and (c) show that G C m; and since n ~ .  C 5 X 3, Theorem 7.3 implies 
that Em = $j X 3. 

Thus Q,, t Q for every Q t $ X 3 and for all choices of m and n. 
Since Q is the union of the sets Qmn and since these sets are disjoint, 
we conelude from (c) that Q t Q. This completes the proof. 

7.7 Definition If (X,s,r) and (Y,3,X) are as in Theorem 7.6, and if 
& t s X 3, we define 

(1) G X XI (Q) = /x (Q3 dr(x) = Iy p(QU) a (v). 

The equality of the integrals in (I) is the cuntent of Theorem 7.6. We 
call. ~1 X X the product of the measures p and X. That p X X is really a 
meaaure (i.e., that p X X is countably additive on S X 3) follows imme- 
diately from Theorem 1.27. 

Observe also that p X X is a-finite. 

The Fubini Theorem 

7.8 Theorem Let (X,S,p) and (Y,3,X) be a-$nite measure spaces, and let 
f be an ($ X 3)-mewrab2e function on X X Y. 

(a) If 0 l f 5 a, and if 

then p iS Snzewruble, J. its 3-memrable, and 

(b) Iff is coonplez a d  if 

then f t L'(p X A). 
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(c) I f  f t  LL(p X X ) ,  Ulenfz  t LL(X) for almost aU x t X,fr tL1(p) for 
d 7 ~ ~ 8 t  a22 y t Y; the functions q a d  $, defined by (1 )  a.e., are in 
Ll(p) a d  LL(X), respectwely, a d  (2)  boa. 

Notes: The first and last integrals in (2) can also be written in the 
more usual form 

These are the so-caIled "iterated integrals" off. The middle integral in 
(2) is often referred to as a double integral. 

The combination of (b) and (c) gives the following useful result: I f f  
i s  6 X 3)-measurable and if 

then the two iterated integrals (4) are finite a d  equal. 

In other words, "the order of integration may be reversed" for (8 X 3)- 
measurable functions f whenever f 2 0 and also whenever one of the 
iterated integrals of If 1 is finite. 

PROOF We first consider (a) ,  By Theorem 7.5, the definitions of q 
and $ make sense. Suppose Q t X 3 and f = XQ. By Definition 
7.7, (2) is then exactly the conclusion of Theorem 7.6. Hence (a) 
holds for d l  nonnegative simple (8 X 3)-measutable functions s. 
In the general case, there is a sequence of such functions s., such that 
0 5 sl I 8 2  ,< and a(x ,y )  + f(x,y) at every point of X X Y. 
If q,, is associated with s,, in the same way in which q was associated 
to f, we have 

The monotone convergence theorem, applied on (Y,g,A), shows that 
%(x) increases to p(x), for every x t X, as n -+ a. Hence the mono- 
tone convergence theorem applies again, to the two integrals in (6) ,  
and the first equality (2) is obtained. The second half of (2)  follows 
by interchanging the roles of x and y. This completes (a) .  

If we apply (a)  to I f  1 ,  we see that (b)  is true. 
Obviously, it is enough to prove (c) for real j c Ll(p X A) ; the com- 

plex case then follows. Iff is real, (a)  applies to f+ and to f-. Let 
cpl and cp2 correspond toft. and f- as cp comesponds to f in ( I ) .  Since 
f t L1(p X X )  and f f  5 I f [ ,  and since (a)  holds for f+, we see that 
q 1  t L1(p). Similarly, cp2 t L1(p). Since 
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we have f,t L*(X) for every x for which pl(x) < and e(x)  < a; 
since pl and e are in LEO, this happens for almost dl x; and a t  any 
such x, we have p(z) = pl(x) - e(x). Hence p t Lf Q. Now (2) 
holds with p1 and f+ and with lp, and f, in place of p and f; if we sub- 
tract the resulting equations, we obtain one half of (c). The other 
hdf  is proved in the same manner, with f u  and + in place off, and p. 

7.9 Countercxamplee The following three examples will show that the 
various hypotheses in Theorems 7.6 and 7.8 cannot be dispensed with. 

(a) Let X = Y = [0, I], p = X = Lebesgue measure on [O, I]. Choose 
(6,) SO t ha t0  = 61 < 6 2  < 6s < * . , 6,,-+ 1, and let g, be a 
real continuous function with support in (6,,6,+*), such that 

g,(t) dt = I, for n = 1, 2, 3, . . . . Define 

Note that at  each point (x,y) at most one term in this sum is 
different from 0. Thus no convergence problem arises in the 
definition off. An easy computation shows that 

so that the conclusion of the Fubini theorem fails, although both 
iterated integrals exist. Note that f is continuous in this example, 
except a t  the point (1,1), but that 

(b) Let X = Y = [O,I], p = Lebesgue measure on [0,1], X = counting 
measure on Y, and put f(x,y) = 1 if x = y, f(x,y) = 0 if x # y. 
Then 

for d x and y in [0,1], so that 

This time the failure is due to the fact that X is not a-finite. 
Observe that our function f is (8 X 3)-measurable, if 8 is the 

class of all Lebesgue measurable sets in [O,1] and 3 consists of all . 
subsets of [O,I]. To see this, note that f = XD? where D is the 
diagonal of the unit square. Given n, put 
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and put 

Then Q, is a finite union of measurable rectangles, and D = n ~ ~ .  
(c) In  examples (a) and (b), the failure of the Fubini theorem wa,s 

due to the fact that either the function or the space was "too 
big." We now turn to the role played by the requirement that 
f be measurable with respect to the a-algebra X 3. 

To pose the question more precisely, suppose P(X) = A(Y) = 1, 
0 5 f 5 1 (SO that "bigness" is certainly avoided) ; assume f, is 
%measurable andfr is &measurable, for all z and y; and assume 
q is S-measurable and is $measurable, where q and 9 are 
defined as in 7.8(1). Then 0 < p I 1, 0 < 9 < 1, and both 
iterated integrals are finite. (Note that no reference to product 
measures is needed to define iterated integrals.) Does it follow 
that the two iterated integrals off  are equal? 

The (perhaps surprising) answer is no. 
In  the following example (due to Sierpinski), we take 

with Lebesgue measure. The construction depends on the con- 
tinuum hypothesis. I t  is a Consequence of this hypothesis that 
there is a one-to-one mapping j of the unit interval [O,I] onto a 
well-ordered set W such that j(z) has a t  most countably many 
predecessors in W, for each z t [0,1]. Taking this for granted, 
let Q be the set of all (x,y) in the unit square such that j(z) pre- 
cedes j(y) in W. For each z t [O,l], Qz contains all but countably 
many points of [0,1]; for each y c [0,1], &v contains a t  most 
countably many points of [O,l]. Iff = XQ, it follows that f, and 
fr  are Bore1 measurable and that 

for all z and y. Hence 

Completion of Product Measures 

7.10 If (X,s,P) and (Y,3,A) are compIete measure spaces, it need not be 
true that (X X Y, S X 3, p X A) is complete. There is nothing patho- 
logical about this phenomenon: Suppose that there exists an A t s, 
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A # a, with p(A) = 0; and suppose there exists a B C Y so that B qi! 3. 
Then A X B C A X  Y, ( p X X ) ( A X Y )  - 0 ,  but A X B # $ , X 3 .  
(The last assertion follows from Theorem 7.2.) 

For instance, if p = X = ml (Lebesgue measure on R1), let A consist 
of any one point, and let B be any nonrneasurable set in R1. Thus 
ml X ml is not a compIete measure; in particular, ml X ml is not mt, 
h c e  the latter is complete, by its construction. However, mn is the 
completion of mr X ml. Thia result generalizes to arbitrary dimensions: 

7.11 Theorem Let mt denote Lebesgue measure on Rk. If k = r $- s, 
r 2 1, s 1 I ,  tlaen mk i s  the completion of Ihe product measure m, X ma. 

PROOF Let and 3TIE be the a-dgebras of all Bore1 sets and of all 
Lebesgue measurable sets in R{ respectively. We shall first show 
that 

Every Ic-cd belongs to t~& X 'm*. The a-algebra generated by the 
k-cells is a k .  Hence @k C m, X 3%. Next, suppose E e rn, and 
F t m. It is easy to see, by Theorem 2.20(b), that both E X Ra and 
Rr X F belong to 3121. The same is true of their intersection E X F. 
I t  follows that fm, X m, C mk. 

Choose Q t % X 'ma. Then Q e %, so there are sets P1 and 
Pt t such that PI C Q C Pt rand mk(P, - PI)  = 0. Both m~ and 
m, X ma are tramlation invariant Bore1 measures on Rk. They 
assign the same value to each k-cell. Hence they agree on BE, by 
Theorem 2.20(d). In particular, 

(mr X ma>(& - PI> < (m, x m,)(Pz - P ~ )  = mk(pP - pl)  = 0 

and therefore 

(mr X ma)(&) = (m, X m,)(P1) = mk(P1) = mk(&), 

So m, X ma agrees with mk on 'm, X m. 
I t  now follows that mL is the (m, X ma)-completion of X m,, 

and this is what the theorem asserts. 

We conclude this section with an alternative statement of Fubini's 
theorem which is of special interest in view of Theorem 7.11. 

7.12 Theorem Let (X,S,p) and ( Y ,3,X) be complete a-finite measure qaces. 
h t  (8 X 3)' be the completion of S X 3, relative to the mewre p X A. 
Let f be an ($, X 3) %neasurcrble function on X X Y. Then aU concltuions 
of Theorem 7.8 hold, Ihe only dimence being as follows: 
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The 3-measurability off, can be asaerted only for almost all x e X, so that 
~ ( x )  is only defined a.e. by 7.8(1) ; a similar statement holds for fr and #. 

The proof depends on the following two lemmas: 

Lemma 1 Suppose Y is  a positwe measure on a u-abebra 19n, 19n* & the 
completion of 3n relative to v,  and f is an 3lT*-memrable function. Then 
there exists an 3n-measurable function g such that f = g a.e. [ v ] .  

(An interesting special case of this arises when v is Lebesgue measure 
on RE and 3Tl is the class of all Bore1 sets in Rk.) 

Lemma 2 Let h be an (s X 3)*-measurable function on X X Y splch that 
h = 0 a.e. X A]. Then for almost all x e X it  is true that h(x,y) = 0 for 
&Imost all y E Y; in particular, h, i s  3-measurable for almost all x e X. A 
similar statement holds for hu. 

If we assume the lemmas, the proof of the theorem is immediate : Iff is 
as in the theorem, Lemma 1 (with v = p X A) shows that f = g $- h, 
where A = 0 a.e. [rc X A] and g is (8 X 3)-maurable. Theorem 7.8 
applies to g. Lemma 2 shows that f, = g, a.e. [A] for almost all x and 
that f u  = g~ a.e. b] for almost all y. Hence the two iterated integrals of 
f, as well as the double integral, are the same as those of g, and the theorem 
follows 

PROOF OF LEMMA 1 Iff is a characteristic function, the conclusion of 
the lemma is just the definition of m *  (see Theorem 1.36). Hence 
the lemma is true for simple functions f. Iff is m*-measurable and 
f > 0, and if {a,) is a sequence of 3lz*-measurable simple functions 
which converges pointwise to f, there are m-measurable simple func- 
tions t, such that t, = s, a.e. [ v ]  and such that L(x) = 0 at  those x a t  
which t,(x) # sm(x). Then g(x) = lim &,(XI exists for every x, g is 
n~rmeasurable, and g = fa.  e. [ v ] .  The general case (j real or complex) 
fo~lom. 

PROOF OF LEMMA 2 Let P be the set of all points in X X Y at which 
h(x,y) + 0. Then P E (S X 3)* and (p X A)(P) = 0. Hence there 
exists a Q e S X 3 such that P C Q and (p X A)(&) = 0. By The- 
orem 7.6, 

Let N be the set of all x E X at which A(&,) > 0. I t  follows from (1) 
that p(N) = 0. For every x # N, A(&,) = 0. Since P, C Q, and 
(Y,=I,A) is a complete measure space, every subset of P, belongs to 3 
if x # N. If y # P,, then h,(y) = 0. Thus we see, for every x # N, 
that h, is Smeasurable and that &(y) = 0 a.e. [A]. 
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Convolutions 

7.13 It happens occasionally that one can prove that a certain set is not 
empty by proving that it is actually large. The word "large" may of 
course refer to various properties. One of these (a rather crude one) is 
cardinality. .An example is furnished by the familiar proof that there 
exiat transcendentd numbers: there are only countably many algebraic 
numbers but uncountably many real numbers, hence the set of transcen- 
dental real numbers is not empty. Applications of Baire's theorem are 
based on a topological notion of largeness: the dense Ga's are "large" sub- 
sets of a complete metric space. A third type of largeness is measure- 
theoretic: One can try to show that a certain set in a measure space is not 
empty by showing that i t  has positive measure or, better still, by showing 
that its complement hss measure zero. Fubini's theorem often occurs in 
this type of argument. 

For example, let f and g t L1(R1), assume f 2 0 and g 2 0 for the 
moment, and consider the integral 

For any fixed x, the integrand in (1) is a measurable function with range 
in [O, all so that h(x) is certainly well defined by (I), and we see that 
0 5 h(x) 5 m. 

But is there any x for which h(x) < a ? Note that the integrand in (1) 
is, for each fixed x, the product of two members of L1, and such a product 
is not always in L1. b a m p l e :  f(x) = g(x) = l / d z  if 0 < x < I ,  0 
otherwise.] The Fubini theorem will give an &innative answer. In  
fact, it will shaw that h t Ll(Rl), hence that h(x) < 8.e. 

7.14 Theorcm Suppose f t L1(R1), g t L1(R1). Then 

for almost all x. For these x, define 

Then h t L1(R1), and 

where 

We call h the convoluticm off and g, and write h = f * g. 
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PROOF There exist Borel functions f 0 and go such that f 0 = f a.e. and 
go = g a.e. The integrals (1) and (2) are unchanged, for every x ,  if 
we replace f by f o  and g by go. Hence we may assume, to begin with, 
that f and g are Borel functions. 

To apply Fubini's theorem, we shall first prove that the function F 
defined by 

is a Borel function on R2. 
Associate with each E C R1 the set C R2 defined by 

If E is open, so is i!?. The collection of all E C R1 for which i!? is a 
Borel set is easily verified to be a a-algebra in Rl, hence contains all 
Borel sets in Rl. It follows that i!? is a Borel set in R2 whenever E is 
a Borel set in R1. 

Now let V be open, and let E = ( x :  f(x) e V f .  Then E is a Borel 
set in R1, and so is 

This shows that ( x , y )  -+ f ( x  - y )  is a Borel function. So is 
(x ,y )  -+ g ( y ) .  Since the product of two Borel functions is a Borel 
function, our assertion concerning F is proved. 

Next we observe that 

= I-** lr(y)I dy /:* lf(x - y)l dx = I l f l l l I l~ l l l 9  

since 

for every y e R1, by  the translation invariance of Lebesgue measure. 
Thus F e LI(R2), and Fubini's theorem implies that the integral (2) 

exists for almost all x E R1 and that h e L1(R1). Finally, 

by (8). This gives (3), and completes the proof. 

Convolutions will play an important role in Chap. 9. 
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Exercises 

1 Find an example of a monotone class 371 in a set X such that 
@ E 371, X E m, but 3n is not a a-algebra. 

2 Suppose f is 3, 1,ebesgue measurable nonnegative real function on 
R1 and A( f )  is the ordinate set off. This is the set of all poirits 
(x,y) E R2 for which 0 < y < f(x). 
( a )  Is it true that A ( j )  is Lebesgue measurable, in the two-dimen- 

sional sense? 
(O) If the answer to (a) is affirmative, is the integral off over R1 

equal to the measure of A ( n ?  
(c) Is the graph o f f  a measurable subset of R2? 
(d) If t.he answer to (c) is affirmative, is the measure of the graph 

equal to zero? 
3 Find an example of a positive continuous function f in the open 

unit square. in R2, whose integral (relative to Lebesgue measure) 
is finite but such that q(x) (in the notation of Theorem 7.8) is 
infinite for some x E (0,l). 

4 Suppose 1 5 p 2 m ,  f E Ll(RI), and g E Lp(R1). 
( a )  Imitate the proof 'of Theorem 7.14 to show that the integral 

defining (f * g) ( x )  exists for almost all x, that f * g E Lp(R1), 
add that 

lljr * gllp s IlflllllgllP. 

(b) Show that equality can hold ill (a) if p = 1 and if p = a, and 
find the conditions under which this happens. 

(c) Assume 1 < p < m, and equality holds in (a) .  Show that 
then either f = 0 a.e. or g = 0 a.e. 

(d) Assume 1 < p j w , E > 0, and show that there exist f E L1(R1) 
and g E Lp(R1) such that 

5 Let M be the Banach space of dl complex Borel measures on R1. 
The norm in M is ) I p ) (  = JpJ(R1). Associate to each Borel set 
E C R1 the set 

If p and X E M, define their convolution p * to be the set function 
given by 

(P  * A) (E) = (P X ME2) 

for every Borel set E C Rl; p X A is as in Definition 7.7. 
(a) Prove that p * X E M and that Ilp * All -< IlplI / ]Al l .  
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( b )  Prove that p * X is the unique v a M such that 

for every f E Co(R1). (All integrals extend over R1.) 
(c) Prove that convolution in M is commutative, associative, and 

distributive with respect to addition. 
(d) Prove the formula 

for every p and X e M and every Borel set E. Here 

(e) Define p to be discrete if p is concentrated on a countable set; 
define p to be continuous if p({x}) = 0 for every point x e R1; 
let m be Lebesgue measure on R1 (note that mj!M). Prove 
that p + X is discrete if both p and A are discrete, that p * A is 
continuous if p is continuous and A e M, and that p * A << m if 
p << m. 

(f) If dp = f dm, dA = g dm, f c L1(R1), and g c L1(R1), prove that 
d(p * A) = f * gdm. 

(g) Properties (a) and (c) show that the Banach space M is what 
one calls a commutative Banach algebra. Show that (e) and ( f )  
imply that the set of all discrete measures in M is a subalgebra 
of M, that the continuous measures form an ideal in M, and 
that the absolutely continuous measures (relative to m) form 
an ideal in M which is isomorphic (as an algebra) to L1(R1). 

(h) Show that M has a unit, i.e., show that there exists a S e M 
such that 8 * p = p for all p a M. 

(29 Only two properties of R have been used in this discussion : R1 
is a commutative group (under addition), and there exists a 
translation invariant; Borel measure m on R1 which is not 
identically 0 and which is finite on all compact subsets of R1. 
Show that the same results hold if R1 is replaced by RE or by T 
(the unit circle) or by Tk (the Ldimensional torus, the car- 
tesian product of k copies of T), as soon as the definitions are 
properly formulated. 

6 (Polar coordinates in Rk.) Let be the unit sphere in RE, i.e., 
the set of all u e Rk whose distance from the origin 0 is I. Show 
that every x s Rk, except for x = 0, has a unique representation 
of the form x = ru, where r is a positive real number and 11 e Sk-1. 
Thus Rt - { O j  may be regarded as the cartesian product 
(0, a) X &&I. 

Let mk be Lebesgue measure on Rk, and define a measure ak-1 

on as follows: If A C and A is a BoreI set, let A be the 
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set of all points ru, where 0 < r < 1 and u E A ,  and define 

Prove that the formula 

is valid for every nonnegative Borel function f on Rk. Check that  
this coincides with familiar results when k = 2 and when k = 3. 

Suggestion: If 0 < 1.1 < r2 and if A  is an open subset of Sk.+ let 
E be the set of all ru with rl < r < r,, u E A, and verify that the 
formula holds for the characteristic function of E. Pass from 
there to characteristic functions of Borel sets in Rk. 

7 Suppose and (Y,g,X) are u-finit.e measure spaces, and sup- 
pose $ is a measure on s X 3 such that 

whenever A r $, and B r 3. Prove that then #(E)  = (p X X)(E) 
for every E E S X 3. 

8 (a) Suppose j is a real function on R2 such that  each section f, is 
Borel measurable and each section f v  is continuous. Prove 
that f is Borel measurable OH R2. 

Note the contrast between this and Example 7.9(c). 
(b)  Suppose g is a real function on Rk which is continuous in each 

of the k variables separately. i'lore explicitly, for every 
choice of x2, . . . , xk, the mapping XI  --+ g(sl,s2, . . . ,xk) is 
continuous, etc. Prove that g is a Borel function. 
Hint: If (i - l ) / n  = ai-I < x 5 cui = i /n ,  put 

9 Suppose E is a dense set in R1 and f is a real function on R2 such 
that  (a) f, is Lebesgue measurable for each x r E and (b )  fg  is con- 
tinuous for almost a11 y E R1. Prove that  f is Lebesgue measur- 
able on R2. 

10 Suppose f is a real functiolx on R2, fi is Lebesgue measurable for 
each s, and f r :  is continuous for each y. Suppose g :  R' -+ R1 is 
continuous and h(y) = f(g(y),y). Prove that  h is Lebesgue 
measurable on R1. Then use Lusin's theorem to obtain the same 
result if continuity of g is replaced by n~easurability. 

11 Let be the a-algebra of all Bore1 sets in Rk. Prove that  
a m + n  = am X a .  This is relevant in Theorem 7.14. 
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We begin with a theorem about derivatives of certain point functions, 
in order to motivate Definition 8.2. 

8.1 Theorem Suppose p is  a comp2ex Bore2 measure on R1 and 

(1) f ( x )  = 4- m 7 ~ ) )  ( x  E R1) .  

For any x t R1, each of the fol2owing two statemenk implies the other: 

(a )  f i s  diflerentiable at x and f ' (x)  = A. 
(b) T o  every E > 0 there exists a S > 0 such that 

for every open segment I which contains x and whose length i s  less 
than 6. 

Here m denotes Lebesgue measure on R1. 

PROOF Replace p by p - Am, restricted to some segment containing 
x (so that the new measure is finite). This shows that  there is no loss 
of generality in assuming A = 0 .  

If f ' (x)  = 0 and e > 0 ,  there exists a 6 > 0 such that  

if It - X I  < 6. Suppose x E I ,  I = (s,t), and t - s < 6. Choose s, 
so that x > sl > s2 > - , s,, -+ s. Then 
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and since I = U([s,,t)), it follows that Ip(I)l 5 em(1). Thus (a) 
implies (b). 

Next, suppose ( b )  holds with A = 0, choose e > 0, and choose 6 as 
in@) .  I f s < x < t a n d t - s < 6 , t h e n  

for all large enough n. Since [s,t) = n(s - 11% t )  and 

f(t) - f(s) = ~([s? t ) ) ,  
it follows that 

(3) I f ( t ) - f (s )15ei t -s l  ( s < x < ~ < s + ~ ) .  
If (b) holds, then p(fx])  = 0, where f x )  is the  set consisting of x 
alone. Hence f is continuous at x. Hence either s or t can be 
replaced by x in (3), and we conclude that fr(x) = 0, 

8.2 Definition Theorem 8.1 suggests that the derivative of p at  x might 
be defined as the limit of the quotients p(I)/rn(I) as the segments I shrink 
to the point x. Of course, one could also consider quotients p(E)/m(E), 
where E runs over some other family of sets. On the line there seems 
little point in doing this, but in euclidean spaces of higher dimension it is 
appropriate. 

A collection Sl of open sets in Rk will be called a substantial famity if 

(a) There is a constant P < such that each E e Q is contained in 
an  open ball B with m(B)  < @m(E), where m denotes Lebesgue 
measure in Rk. 

(b) To every x e Rk and 6 > 0 there exists a n  E E Q, whose diameter 
is less than 6, such that  x E E. 

Recall that 

(1) diamE = sup { Jx  - y l : x e E ,  e E J .  

Condition (a) is a quantitative statement of the requirement that the 
members of il should not be too long and thin; if the volume is small, the 
diameter must be small. Simple examples of substantial families are the 
collection of all open balls, the collection of all open cubes, and the collec- 
tion of all open k-cells whose longest edge is at most 1,000 times as long as 
the shortest edge. 

Now suppose p is a complex Bore1 measure on Rk, Q is a substantial , 

family, x r Rk, and A is a complex number. If to each e > 0 there cor- 
responds a 6 > 0 such that 



for every E r with x t E and diam E < 6, then we say tha t  p is  diger- 
entiable at x,  and write 

Note that  this definition of D p  depends on a, so that we should perhaps 
be talking about Q-derivatives and should perhaps use the notation Dn 
in place of D, Since we shall never be dealing with more than one family 
Q at  a time, this will not be necessary. 

8.3 Definition If p is a real (or a positive) Bore1 measure on Rk, we can 
define upper and lower derivatives of p a t  every point x a Rk. For every 
r > 0, put 

&(x)  = sup . x e  E,  E ~ Q ,  diam E < r 

where Q is a given substantial family, and define the upper derivative of P 

at x by 

(&) ( x )  = lim &(x). 
-0  

Since r 2 s implies &(x) 2 Z8(x),  the limit in (2) exists, as a number in 
[- m , m I .  

If we replace sup by inf in (I), we obtain a, (x) ,  and we define (Qp)(x)  
to be lim 4, (x) ,  as r + 0. 

It is clear tha t  p is differentiable at x if and only if ( D ~ )  ( x )  and (fi) ( x )  
are equal and finite; in that case, we have 

Also, (Qp)(x)  5 ( D p ) ( x )  always holds. 

8.4 Proposition Suppose p and X are real Borel measures on Rk, a = p + X, 
and x  t Rk. Then 

unless the righl side of (1 )  is  undefined ( i .e . ,  is  of the form o6 - a). If p 
and A are diferentiable at x, so is  a, and 

PROOF If either of the numbers on the right of (1) is + a, there is 
nothing to  prove. If not, and if A > (D') ( x ) ,  B > ( D h )  ( x ) ,  there 
exists a 6 > 0 such that ' ( E )  < A m ( E )  and X(E) < B m ( E )  for a11 
E r Q with x f:8 E and diam E < 6. Hence 
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for all such E, HI that (do) (x) S A + B. This gives (1). 
The ineqdty 

is proved similarly, and (2) is a consequence of (1) and (3). 

The relevance of substantial families to the result we are aiming at 
(Theorem 8.6) depends on the following covering theorem. 

8.5 Theorem Let fl be a subslantid family in Rk, and suppose A is  Ue 
union of a jinite coltection @ of member8 of a. Then h e  is a disjoint sub- 
collection @' of @ whose union A' hag the property 

Here @ i s  Ue constant in Definition 8.2(a). 

PROOF Order the elements S1, SZ, . . . 9 S, of @ so that 

diam Si 2 diam #+I. 

Put il = 1, let iZ be the smallest integer greater than il such that 
Si, n Si, is empty, let io be the smallest integer greater than iZ such 
that Si, n (S;, u Sh) is empty, and so on as long as possible. In  a 
finite number of steps this gives us a disjoint collection Sr,, Si,, . . . 
which we call @'. 

Each Ss, lies in an open ball Bn such that 

Let V,, be the open ball which has the same center as B, but whose 
radius is 3 times as large. To each Sp there corresponds at least one 
.i, < j such that Sj intersects Si,. Then Sj C V,,. Hence A C UVn; 
and since A' = US,, we have 

8.6 Theorem Let be a substantial family in Rk. If C( i s  a w m p h  Bore1 
measure on Rk, then 

(a) p is differentiable a.e. [m], 
( b )  DP r L1(Rk), 
(c)  For every Bore1 set E, 

 here p4 i. m and (Dp,)(x) = 0 ae .  14. 
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Note that  ( c )  is the Lebesgue decomposition of p, relative t o  m. This 
leads to the following. 

Corollary (i) p I m i f  and only if (Dp) (x) = O a.e. [m]. (ii) p << m i f  
and onLy i f  

in this case, the derivative (Dp) (x)  (computed as a limit of quotients) coincides 
a.e. [m] with the Radon-Nikodym derivative dpldrn. 

We begin with some lemmas. 

Lemma 1 If p is a positive or real Bore2 measure on Rk, then Dp is a BoreE 
function. 

PROOF If a! is a real number and A,($) > a for some x E Rk and some 
r > 0 (the notation is as in Definition 8.3), then there exists an  E E 

such that  x t E, diam E < r, and p(E) > am(E). It follows that 
A,(y) > cu for every y E E; and since E is open, we have proved that 
{ x :  A,($) > a )  is open. Thus A, is lower semicontinuous, for every 
r > 0, and since 

( D p )  (x) = lim A~,,&(x), 
n--r 00 

1)p is a Borel function. 

Lemma 2 Suppose p is a positive Borel measure on Rk which is finite on 
compact sets. Let A be a BoreE set for which p(A) = 0. Then (Dp) (x) = 0 
a.e. [mj on A. 

PROOF If P is the set of all x a t  which (&)(x) > 0, Lemma 1 shows 
that P is a Borel set, and hence so is A n P. We have to prove that 
m ( d n P )  = 0. 

Assume this is false. Then there exists an a > 0 and a Bore1 set 
E, C A n P such that m(E,) > 0 and (Dp)(x) > a for all x r E,. 
The regularity of m shows that E, contains a compact set K, with 
m(K) > 0. 

Fix 6 > 0. Each x t K then lies in some S E such tha t  diam S < 6 
and p(S) > am(S). Since K is compact, a finite collection @ of these 
sets S covers K, and Theorem 8.5 shows that there is a subcollection 
{S1,S2, . . . ,S,f of @ with the following properties: 

(1)  S i n s j = @  i f ,  p(Si )>am(SJ,  

and 
n 
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also, Si C Ks, for i = 1, . . . , n, where Ks is the set of all points 
whose distance from K is less than 6. Hence 

Take 6 = l/n, n = 1, 2, 3, . . . . Then p(K) = lim p(Krln), since 
K is the intersection of the decreasing sequence { KI,, and p(K1) < . 
(K1 has compact closure.) Hence (3) implies 

But  K C A and p(A) = 0. 
This contradiction proves that (dp)(x) 5 0 a.e. [m] in A. Since 

p 2 0, the inequality (Qp)(x) 2 0 is obvious for all x, This proves 
the lemma. 

Lemma 3 If p I. m, then (Dp)(x) = 0 a.e. [m]. 

PROOF It is enough to prove this for real p. In  that  casep = p t  - p- 

(Jordan decomposition theorem), where p+ 2 0, p+ I m, and similar 
statements apply to p-. Since p+ 1 m, there is a Borel set A such 
that  p+(A) = 0 and m(Ac) = 0. By Lemlna 2, Dp+ = 0 a.e. [m]. 
Similarly, Dp- = 0 a.e. [m], and the Iemma follows from Proposition 
8.4. 

Proof of Theorem 8.6 By Lemma 3 and the Lebesgue decomposition 
theorem we only need to consider the case p << m; also, it is enough t o  
consider real p. The Radon-Nikodym theorem then shows that there is a 
real Borel function f e L1(Rk) such that 

The theorem therefore follows from the equality 

which we shall now prove. 
Let r be a rational number, put 

and define 
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for all Borel sets E in Rk. For every E r a, 

and since (DX)(x) = 0 a.e. [rn] on A,  by Lemma 2, we conclude from (9) 
that 

In  other words, if 

we have proved that m(E,) = 0. But f(x) < (&)(X) if and only if 
x e UE,, the union being taken over the countable set of all. rational. 
numbers. Thus 

If we replace p by -p, hence f by -f, (12) leads to (Dp)(x) 2 f(x) 
a.e. [m]. This gives (6) and completes the proof of the theorem. 

8.7 Remarks Theorem 8.6 evidently also holds if p is defined only on 
the Borel sets in some open set V C Rk (the conclusions then also just 
hold in V, of course), as an examination of the proof will show. Or we 
can simply define p(E) = 0 for all E C VC and apply the theorem as 
i t  stands. 

If f r L1(Rk) and 

it is reasonable to  call p the indefinite integral off. With this terminology, 
Theorem 8.6 asserts that the derivative of an indefinite integral equals 
the irltegrand a.e. [nz], and that every p << m is the indefinite integral 
of its derivative. Note that this holds for every substantial family Q; 
the exceptional set of measure 0 on which the derivative may fail to exist 
may of course depend on Q. 

The differentiability of indefinite integrals may be interpreted as a 
kind of "average continuityi' of Lebesgue integrable functions. For if 
(1) holds, the assertion (Dp) ($0) = f (xo) is nothing but the statement that 

as E shrinks to XO, or that 
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The left side of (2) is the average off over small neighborhoods E of xo; 
the left side of (3) is the average o f f  - ~ ( x o )  over E. 

Now (3) could be due to a cancellation effect caused by changes of 
sign of f - f (xo) in small neighborhoods of almost all points xo; or a 
stronger statement might be true, namely, that the averages of If - f(xo)l 
actually become small in small neighborhoods of almost all points xc. 
The stronger result is in fact true: 

8.8 Theorem Suppose f t L1(Rk), and Sl is a substantia2 family in Rk. 
Then 

for dmost all xo E Rk. 

More precisely, the conclusion is that to each E > 0 there corresponds 
a 6 > 0 such that the left side of (1) is less than E for all E r Q such that 
x0 t E and diam E < 6. 

PROOF Let S be a countable dense set in the complex plane. For 
each r e S,  the relation 

holds for almost all X O ,  by Theorem 8.6. Let Q, be the exceptional il 

set, and put Q = UQp Then m(Q) = 0. Fix xo Q, and choose 
E > 0. 

There exists an r t S such that ~ ( X O )  - rl < E ,  so 

If we apply (2) to the integral on the right of (3), we see that the left 
side of (3) is less than 2t for all E r which contain to and whose 
diameter is sufficiently small. This proves (1). 

Note: The set of all xo at which the relation (1) holds is usually called 
the Lebesgue set off, especially when k = 1 and when Q is the family of 
all segments in R1. 

We now turn to some results of a more special character : 

8.9 Theorem Suppose p is a real Bore2 measure on R1, p 2 0, and p i. m. 
Let Q be the family of a22 open segments in R1. Then (Dp) (x) = 00 a.e. 

Corollary If 
S = { x :  (Dp)(x) > 0 1  n { x :  ( ~ p ) ( x )  < 00 ) ?  

m(S) = p(S) = 0. 



PROOF There is a Borel set A ,  with m ( A )  = 0, on which p is concen- 
trated. If 0 < a < m, let E, be the set of all x  r A  a t  which 
(Dp)(x) < a, and let K be a compact subset of E,, If we can prove 
that r (K)  = 0, it will follow that r(Ep) = 0, since p is regular (Theo- 
rem 2.18), and this gives the desired result. 

Fix E > 0. Since K C A,  m(K) = 0, and K lies in  an  open set 
V with m(V) < E. Since K C E,, each x r K lies in a segment 
I, C V such that  ,L(I,) < a m(Is). The compactness of K shows 
that there are points sf, . . . , x ,  e K so that K C I,, u . u ISn. 
If any point of R1 lies in three segments, one of these lies in the union 
of the other two and can be removed without changing the union. 
I n  this way we can remove the superfluous segments I,, and arrive 
at a situation in which no point lies in more than two of the segme~lts 
1.;- Then 

Since E was arbitrary, r(K) = 0, and the proof is complet'e. 

8.10 Examples Note that a very special property of the line was used 
in the preceding proof. To see that this was essential, let J be a compact 
interval on the  line y = x  in R" let ml be one-dimensional Lebesgue 
measure on J ,  and define r (E)  = ml(E n J )  for every Borel set E C Rz. 
Then p 1 m ~ ,  since mz(J) = 0. 

Let fl consist of all open squares in the plane, with sides parallel to the 
axes. It is clear that  D p  = 0 at every point not in J. Each point of J 
lies in arbitrarily small members of which intersect J in a very tiny 
segment. This shows that Dp = 0 a t  everg point of RZ, unlike the con- 
clusion of Theorem 8.9. 

It is not hard to  see that Dp = oe a t  every point of J ,  in this example. 
However, let us change a: Let a now consist of all open squares (sides 

parallel to the axes) which do not intersect J ,  plus those squares of area 
6"for every 6 > 0) which intersect J in a segment of length 63. This 
collection is a substantial family, and we can verify tha t  the above p 

even has D r  = 0 at every point 0f.R" although p 1 m, and p # 0. 
This example shows that some special hypothesis on is needed in the 

next theorem. (For an application, see Theorem 8.26.) 

8.11 Theorem Suppose p i s  a real Borel measure on R$ p 2 0. k t  fl 
be the collection of all open cubes in Rk, with sides parallel lo the wordinate 
axes. Assume ( D p ) ( x )  < for everg x  r Rk. Then p i s  obsoluiely eon- 
tinuous with respect to Lebesgue measure. 
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PaooF Assume there is a set E with m(E) = 0 but p(E) > 0. Put 

Since E = UE,, we have p(En) > 0 for some n. Fix this n. With 
the notation of Definition 8.3, put 

Since En = UAj, we have p(Aj) > 0 for some j. The regularity of p 

(Theorem 2.18) now shows that there is a compact set K C Aj with 
P ( K )  > 0. 

Our construction shows that K has the following property: If 
x E K ,  x E I ,  I e St, and diam I < 1/j,  then p(I) < n m(l ) .  

Let e > 0 be given. Since K C E ,  m(K)  = 0, so there is an open 
set V > K with m(V) < c. 

Partition Rk into disjoint-cubical boxes B, as in Sec. 2.19, whose 
diameter is less than 1 / j  and is so small that any box which intersects 
K lies in V. Keep those B's which intersect K ,  and enlarge each 
of them so as to obtain open cubes li 3 Bi with m(I4 < 2m(Bi), 
diam Ii < 1/j. Then 

Since c was arbitrary, we have p(K) = 0, a contradiction. 

Functions of Bounded Variation 

8.12 Definition8 We associate with each complex function f on R1 its 
total variation function Tr defined by 

N 

(1) TAX)  = SUP 2 I f  ( x i )  - f (x j -3  I ( - 0 0  < X  < a ) ,  
j=l  

where the supremum is taken over all N and over all choices of f x j ]  such 
that 

In general, 

If Tf is a bounded function, then (3) implies that 
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exists and is finite. In that case we say that f is of bounded pariation, 
and we call V ( f )  the total variation of f; the class of all such f will be 
denoted by BV. 

If - 00 < x a, f is said to have a left-hand limit a t  x ,  written j(x-), 
if there corresponds to each e > 0 a real number a < x such that 

(5)  a < t < x implies lj(t) - f(x-)I < e. 

If j(x -) = f ( x ) ,  f is said to be left-continuous at x. 
Right-hand limits and continuity from the right are defined similarly 

on [ -=o ,m) .  
We call a function f r BV normalized if f ( x )  + 0 as x -+ - a and f is 

left-continuous a t  every point of R1. The class of these functions will 
be denoted by NBV. 

Instead of considering only functions defined on all of R1 we could 
equally well consider functions defined on any segment or interval of Rl. 

Neither the preceding definitions nor the theorems which follow would 
be affected in any significant way. 

8.13 Thearem 

( a )  I f f  E BV and x < y,  then 

(b) If f r BV, then f(x-)  exists at e v e q  point of (- OD, OD 1, f ( x  +) 
exists at every point of I- a, oo), the set of points at which f .is di8- 
continuous i s  at most countable, and there it3 a unique constant c 
and a unique function g r NBV such that 

at all points of continuity o f f .  Also, V(g) 5 V ( f ) .  
(c) I f f  r NBV, then T, r NBV. 

PROOF 

(a) If x < y and e > 0, there are points xo < XI < - - . < x n = x  
so that 

Hence 
n 

TAY) 2 I ~ ( Y )  - f ( x ) l  + C l f (x3 - f (~ i -31  > I f ( y )  - f ( x ) (  + Tf(x)  - e .  
i= l 

This proves (a). 
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(b) It follows from (a) that if (x i ]  is a sequence for which f Tf(xi) ) 
is a Cauchy sequence, then ( f  (xi)  } is also a Cauchy sequence. 
Since monotone functions (and T j  in particular) have right- 
and left-hand limits a t  all points and since they have at  most 
countably many discontinuities, the =me therefore holds for f .  
Hence we can define 

It is clear that g(x) -+ 0 as x + - a. If x E R1 and c > 0, 
there exists an a < x such that J f ( t )  - f(x -) 1 < e for all 
t  E (a,x). Since f ( t  -) is a limit point of the set of a11 numbers 
f(s),  for a < s  < 1, i t  follows that 1 f(t -) - f ( x - ) I  _< c if 
a < t < x .  Thus g is left-continuous. 

T f x o < x 1 <  - .  < x ,  and 6 > 0, then 

and since none of the sums on the right of (3) exceeds VU), 
we have V(g)  5 V ( f ) .  Inparticular, g r B V ,  

This proves (b ) ,  except for the uniqueness. But if two left- 
continuous functions coincide on a dense subset of R1, then 
they are identical. The uniqueness of g now follows easily. 

(c) If f r NBV, fix x r  R1, c > 0, and choose points 

so that (1) holds. If to < < tN = xo, then 

By ( I ) ,  the first sum in (4) is less than t. Hence Tj(xo) 5 c, 
and this says that Tr(t) -+ 0 as t -, - 

Finally, choose t ,  so that X,-I < t  < x,. Then 

If we let t + x ,  = x, the left side of ( 5 )  tends to the left side 
of ( I ) ,  since f ( x )  = f ( x  -), and this give8 Tj(x)  - c < Tr(x -). 
Comparison with (5) now shows that T f ( x - )  = T,(x), and 
the proof is complete. 

The next theorem explains the importance of the class NBV. Observe 
how the correspondence between f and p associates the total variation 
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o f f  with that of p, and how the existence of Lebesgue measure is used 
to construct p in part (b). 

8.14 Theorem 

(a) If p is a complex Borel measure on R1 and if 

then f r NBV. 
(b) Conversely, to evey f r NBV there corresponds a unique complex 

Bore1 measure p such that (1) holds; for thh p, 

(c) If (1) holds, then f is continuous precisely at those poink x at which 
p(fxt) = 0. 

PROOF If f is defined by (1) and if xl < x2 < - , xm + x, then 
f (xn) -+ f (x) , since 

Thus f is left-continuous. If X I  > xz > xn+-* ,  then 
n(-m,xn) = @, soj(x)-+O as x--, - 00, by Theorem 1.19(e). If 
X O < X ~ <  - * *  < xn = X, then 

so that 

This proves (a). 
In the proof of (b), let us first assume that f r NBV and f is non- 

decreasing, f f 0. Associate with each point x E R1 a set @[x3, as 
follows : If f is continuous a t  x, @[XI is the point f (x) ; if f (x +) > f (x), 
then 9[x] is the interval [f(x),f(x+)]. If E C R1, let +[El be the 
union of all sets @[XI, for x E E. We claim that the definition 

gives us a measure which satisfies (1); here m is Lebesgue measure 
on R1. 

Put  J = @[R1]. Then J is a 1-cell (i.e., a bounded intlerval with 
or without its end points). There are a t  most countably many 
points yt r J such that f-l(y) consists of more than one point; for 
these yi, f I(@;) is a 1-cell. 
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Let Z be the class of all E C R1 such that +[El is a Borel set. If 
E is a 1-cell, so is +[El, hence E E 2. For any E C R1, @[Ec] is the 
union of J - +[El plus an at most countable set (a subset of { y i ) ) ;  
thus E r Z implies EC E 2. Next, 

This proves that 2 is a u-algebra which contains all segments, hence 
all Borel sets, so m(+[E]) is defined for all Borel sets E. Moreover, 
p is countabIy additive, for if f E;] is a disjoint collection of Borel 
sets in R1, then {rh[Ei]] is disjoint, except for our a t  most countable 
set {yi), and this does not affect the countable additivity of .p since 
m(E) = 0 for every countable set E. 

Thus (5) defines a Bore1 measure. Since a[(- a,x)] is a l-cell 
whose end points are 0 and f(x), (5) shows that (1) holds. 

We now turn to the general case of (b) ,  Iff E NBV, then f = u + w, 
u and v real, u r NBV, and T, E NBV by Theorem 8.13(c). Put 

(6) U1 = 6(Tu + u), U2 = $(T, - u). 

Then u and u2 E NBV, and they are nondecreasing ; this follows 
easily from Theorem 8.13 (a). The preceding construction associates 
measures p1 and p2 with ul and uz, and pl - p2 will be associated 
with u = ul  - u2. If we deal similarly with v and combine the 
results, we obtain a measure p which corresponds to f in the sense 
that (1) holds. 

If two regular measures (note Theorem 2.18) coincide on all seg- 
ments of the form (- 00 ,x), they coincide on all I-cells of the form 
[a,@), hence on all open sets, hence on all Borel sets. This proves 
the uniqueness assertion of (b) .  

Finally, let X be the measure associated with T f  in the same way. 
If a < @, then 

The inequality 

therefore holds if E = [a,@). Since every open set in R1 is a count-, 
able disjoint union of such 1-cells, (8) holds for every open set, hence 
for every Borel set. The definition of the total variation lpl of p now 
implies that IpI _< A. In  particular, 

Now (2) follows from (4) and (9). 
The proof of (c) is left as an exercise. 
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Differentiation of Point Functions 

8.15 Absolutely ~ontinuous Functions A complex furletion f on R1 is 
said to be absolutely continuous if to every E > 0 there corresponds a 
8 > 0 such that 

N 

(1) 2 (Pi - ~ i )  < 6 implies z If(@;) - f(ai) 1 < t, 
i - 1  2-1 

whenever (crl,P1), . . . , (QN,@N) are disjoint segments. 
Observe that every absolutely continuous function is uniformly con- 

tinuous (take N = 1) and that the restriction of any absolutely continu- 
ous function to a bounded interval is of bounded variation. However, 
if f(x) = sin x,  or if f(x) = x + 1x1, then f is absolutely continuous, but 
$ $ sv* 

The two meanings of the term "absolutely continuous" are related 
as follows: 

8.16 Theorem Suppose f r NBV and p is  associated with f as i n  Theorem 
8.14. Then p << m if and only iff is absolutely continuous. 

'(Here m denotes Lebesgue measure on R1.) 

PROOF Suppose f is absolutely continuous. Let E be a Bore1 set 
such that m(E) = 0, choose t > 0, and choose 6 > 0 in accordance 
with Sec. 8.15. The regularity of p shows that there are open sets 
w13 w 0 3  . . 3 E such that m(W1) < 6 and p(W,) + p(E) as 
n 00. Since Wa is a disjoint union of segments I j  = (aj,Bj), and 
Zds, - < 8 ,  it  follows that 

Consequently, p(E) = 0. This proves that p << m. 
The converse follows from Theorem 6.11. 

We are now in a position to translate our earlier results on differentia- 
tion of set functions into point-function language. Theorems 8.17 to 
8.19 are classical results, due to Lebesgue. Theorems 8.18 and 8.21 
generalize the fundamental theorem of calculus. 

8.17 Theorem If g e L1(R1), and if 

then f E N B V ,  f i s  absolutely continuous, and 

(2) f'(x) = g(x )  a.e. [m]. 
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PROOF Define 

for every Bore1 set E. Then f (x) = p((- a ,x)) and p << m. By 
Theorem 8.14, f r NBV; by Theorem 8.16, f is absolutely continuous; 
Theorems 8.1 and 8.6 imply that 

if Dp is computed relative to the family of all open segments in R1. 

8.18 Theorem I f f  E NBV, then f .Zs diflerentiable a.e. [m], f' E L1(R1), and 
there is a function f, r NBV with f:(x) = 0 a.e. [m] such that 

f, = 0 if and only iff is absolutely continuous; iff is nondecreasing, so is fa.  

We call fa  the singular part off.  It is a perhaps unexpected fact that 
there exist continuous singular fuilctions which are not constant. Exam- 
ples are given in Sec. 8.20(b). The word "singular" as applied to meas- 
ures has its origin in this phenomenon. 

P a o o F  By Theorem 8.14 there is a complex measure p on R1 such 
that p((- .0 ,x)) = f(x). By Theorem 8.6, 

where Dp is computed relative to the open segments in R1. Put 

(3) f&) = pa((- 00 ,x)) (- < x < 0 0 ) .  

Theorems 8.6 and 8.1 show that x(x) = 0 a.e. [m] and that 

Hence (1) follows from (2) if we take E = (- - ,x). 
By Theorem 8.16, f is absolutely continuous if and only if p << m, 

i.e., if and only if pa = 0. 
Finally, if f is nondecreasing, then p > 0, hence p, 2 0, hence f, 

is nondecreasing. 

8.19 Theorem Iff E BV, then f is diflerentiable a.e. [m], and f' r L1(R1). 

PROOF By Theorem 8.13, there exists a g e NBV such that 

a t  all points of continuity of f. Theorem 8.18 applies to g. Hence 
the following lemma (with h = f - g) implies the theorem : 
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Lemma I f  ke BV and h(x) = 0 except a an at moat countable set, then 
h'(x) = 0 a.e. 

To prove the lemma, let S = (xi} be the at most countable set a t  which 
h(%) = ca # 0. Since h r BV, it is easily seen that Zlcil < a. Fix k, 
and let Ah be the set of all x q! S at  which 

for infinitely many y. Thus x r Ak if and only if 1% - xil < klc;l for 
inftnitely many i. If J; is the segment with center at and length 
2klc;l, it follows that 

and hence m(&) = 0 for k = 1, 2, 3, . . . , by Theorem 1.41. 
But if x ( S u Al u A2 u A3 u . , then h'(x) = 0. This completes 

the proof. 
Fkercises 5 and 6 are relevant to this lemma. 

8.20 Examples The preceding theorems show that the equation 

(in which the right side is a Lebesgue integral) holds for all x in some 
interval [a$] if and only if f is absolutely continuous on [a,b]. One may 
ask whether the existence off' implies the absolute continuity off. Put 
this way, the question is not precise enough. We shall give two examples 
which show how (1) can fail, and then give a theorem in which (1) is 
deduced from another set of sufficient conditions. 

(a) Put f(x) = x2 sin (x-~) if x # 0 ,  f(0) = 0. Then f is differenti- 
able at every point, but 

so$'(L1. Also, f # BVon [O,l]. 
If we interpret the int.egra1 in (1) (with [0,1] in place of [a$]) 

as the limit, as e +  0,  of the integrals over [ € , I ] ,  then (1) still 
holds for this f. 

More complicated situations can arise where this kind of pas- 
sage to the limit is of no use. There are integration processes, 
due to Denjoy and Perron (see 1181, [28]), which are so designed 
that (1) holds whenever f is differentiable at every point. These 
fail to have the property that the integrability off  implies that 
of If 1, and therefore do not play such an important role in analysis. 
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(b) Suppose f is continuous on [a$], f is differentiable a t  almost every 
point of [a,b], and f' r L 1  on [a$]. Do these assumptions imply 
that  (1) holds? 

Answer:  No. 
Choose f 6 , j  so that 1 = 6 0  > 61 > s2 > . . , 8, + 0. Put  

Eo = [O,l]. Suppose n 2 0 and En is constructed so that E, is 
the union of 2" disjoint closed intervals, each of length 2-"6,. 
Delete a segment in the center of each of these 2" intervals, so 
that  each of the remaining 2"+1 intervals has length 2-n-16n+1 
(this is possible, since 6 ,+1  < S,), and let En+1 be the union of 
these intervals. Then E l  3 Ez 3 . , d E n )  = an, 
and if 

then E is compact and m(E) = 0. (In fact, E is perfect.) Put  

Then f,,(O) = 0, f,(l) = 1, and each f, is a monotonic function 
which is constant on each segment in the complement of En. 
If I is one of the 2" intervals whose union is En, then . 

It foIlows from (5) that  

and that 

Hence { f, ] converges uniformly to a continuous monotonic f unc- 
tion f?  with f (0) = 0, f(1) = 1, and f ' ( x )  = 0 for all x q! E. 
Since m ( E )  = 0, we have f' = 0 a.e. 

Thus (1) fails. Incidentally, we have now constructed exam- 
ples of continuous singular functions as defined after the state- 
ment of Theorem 8.18, 

If 6, = (2/3jn, the set E is Cantor's "middle thirds" set. 

8.21 Theorem Suppose f is a real function on [a,b] which is di$er&ztiable 
at every point of [a,b], and assume that f' E L1 on [a$]. Then 

* 
(1) f(x) -f(a) = l X f r ( t ) d t  a (a I X  S b ) .  

Note that  differentiability is assumed to hold a t  every point of [a,b]. 
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PROOF It is clear that it  is enough to prove this for x = b. Fix 
c > 0. Theorem 2.24 ensures the existence of a lower semicontinu- 
ous function g on [a,b] such that g > f' and 

Actually, Theorem 2.24 only gives g 2 j', but since m([a,b]) < a, 
we can add a small constant to g without affecting (2) .  For any 
q > 0, define 

Keep v fixed for the moment. To  each x  e [a,b) there corresponds a 
6, > 0 such that 

(4) g o )  > 3e'(x) and f ( t )  - f ( x )  < f y X )  + 
t - x  

for all t e ( x ,  x + a,), since g is lower semicontinuous and g(x) > f t ( x ) .  
For any such t we therefore have 

> (t - x ) j f ( x )  - (1 - x)[f '(x) + 71 + V(t - 2) = 0. 

Since F,(a) = 0 and F ,  is continuous, there is a last point x  E [a,b] at 
which F,(x) = 0. If x < b, the preceding computation implies 
that F,(t) > 0 for t E (x,b]. 111 any case, F,(b) 2 0. Since this holds 
for every > 0, (2) and (3) now give 

(5 )  f (b)  - I jb g(t) < a jf ( t )  dt + c, 

and since E was arbitrary, we conclude that 

If f satisfies the hypotheses of the theorem, so does - j ;  therefore 
(6) holds with - j  in place of j ,  and these two inequalities together 
give (1). 

Differentiable Transformations 

8.22 Definitions With any x = ( f  . . . , tk) E Rk we associate the norm 

(1) llxll = max ( \ E l l ,  • . . , I f k l> .  

This norm is better adapted for dealing with cubes than is the ordinary 
euclidean norm 

(2) llxllt = ( E l 2  + - * + +kt)$* 
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Since llxll 5 llx[12 5 6 llxll, the metrics induced by these two norms 
give rise to the same topology on Rk. In particular, 1 1 ~ ~ 1 1  O as n -) .D 

if and only if 11x,J12-) 0. 
Suppose V is an open set in Rk, T is a mapping of V into Rk, x E V, and 

A is a linear operator on Rk (i.e., a linear mapping of Rk into Rk, as in 
Definition 2.1). If to every c > O there exists a 6 > 0 such that the 
inequality 

holds for a11 h E R h i t h  JlhJJ < 6,  we say that T is di8erentiable at  x, and 
define 

The linear operator Tt(x) is called the derivative of T a t  x. The term 
diflerential is also very frequently used for T'(x); then, rather than say 
that T is differentiable a t  x, one says that T has a digerential at x, or 
that the differential of T exists a t  x. 

Neither the differentiability of T nor the value of T'(x) is affected by 
replacing the norm (1) by the norm (2) in (3). 

We say that T is diflerentiable in V if T is differentiable a t  every point 
of V. I n  that case there corresponds to each x e V a linear operator 
Tf(x); for fixed x and smaIl h, T(x + h) - T(x) is approximated by 
T' (x) h, a linear function of It ,  in the sense of (3). 

Since every real number a can be interpreted as a linear operator on 
R1 (mapping t to at), the above definition of T' (x) coincides with the usual 
one when Ic = 1. 

With each linear operator A on Rk we associate the number 

where m is Lebesgue measure on Rk and Q is the unit cube: x e Q if and 
o n l y i f O < f ; < l f o r l I i ~ k .  

8.23 Remark If A is a linear operator on Rk, then 

and if we define 

for all Bore1 sets E, then p is translation invariant, since 

It follows from Theorem 2.2O(d) that 
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and hence that 

(4) ( D )  (x) = A(AJ(x)) (x E Rk). 
Since every differentiable transformation can be locally approximated by 
a constant plus a linear transformation, we may conjecture that (4) 
extends to differentiable transformations, under suitable conditions. This 
is indeed the case. We first state the result without any reference to 
any induced measure p. 

8.24 Theorem Suppose T is a continuous open mapping of an open set 
V C Rk into Rk, and mppose that T is d i f lm t iab le  at some point x  e V .  
T h e n t o e v e r y e > O k e m e @ ~ a 6 > ~ d t h a t  

for every open cube C ,  with edges parallel to the axes and of length less than 6, 
which wduins x. 

PROOF We assume, without loss of generality, that x = 0 and 
T(x) = 0.  Put A = T'(O). 

The following elementary fact about linear operators on finite- 
dimensional vector spaces will be used (for a proof, see any book on 
linear algebra) : A linear operator A on Rk is one-to-one if and only if 
the range of A is all of Rk. In this case, the inverse A-I of A is a linear 
operator on RE, and A is said to be nonsingubr or invertz%Ze. 

The proof conveniently splits into two cases. 

CASE 1 A is nonsingular. Consider the mapping S defined by 

It is clear that S is continuous and open and that Sf(0) = A-IT'(0) = I, 
the identity operator. We shall prove that then 

for all sufficiently small C which contain 0. 
Since T(x)  = AS(x), we have 

by 8.23(3). Eence (3) will give the desired result. 
Fix 7 > 0 so that .rl < and 

(5) 1 - t < ( 1  - 2.rl)k < ( 1  + 2.rl)k < 1 + 6. 

Since S(O) = O and S'(O) = I there exists a 6 > O such that 

(6) Ils(x> - 211 I ~Hx11 if llxll < 6. 
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Let C be an open cube which contains 0 and whose edges are 
parallel to  the axes and have length X < 6. Let C1 and C2 be open 
cubes concentric with C whose edges have lengths 

Note that (6) implies 

where 6 is the closure of C. 
If x e C, (8) shows that S(x) c C2. Thus S(C) C Cz. 
Our next objective is to prove that C1 C S(C). Put 

By (8), S maps no boundary point of C into Cl. Hence we could 
replace C by 6 in (9) without affecting the definitions of E l  and E2. 
Since C1 is open and S(6) is compact, we see that  E2 is open. Since 
q < 3,  (8) shows that S maps the center of C into C1, so that E l  is not 
empty. Finally, S is assumed to  be an open mapping, so that S(C) 
is open, and therefore El is open. So CI is the union of two disjoint 
open sets El and Ez, and El # a. But C1 is a connected set (every 
convex set in Rk is connected) and is therefore not the union of two 
disjoint nonempty open sets. We conclude that  E2 = a, hence 
El = C1, and this gives C1 C S(C). 

We have now proved that  Cl C S(C) C C2. Hence 

and (3) folIows from (5). 
This completes the proof in Case 1. 

CASE 2 A is singular. I n  this case A maps Rk into a subspace of 
lower dimension, i.e., into a set of measure 0. I n  particular, 

If e > 0 is given, there exists an q > 0 such that  m(E,) < E if Eg is 
the set of all points whose distance from A(&) is less than q. Since 
A = T'(O), there exists a 6 > 0 such that 

(12) IlT(x) - Axll I ? i l ~ l l  if llxll < 6. 
Let C be an open cube as in Case 1, with edge of Iength X < 6. 

Then I\T(x) - Ax11 < qX for all x E C, which means that T(C) lies 
in the set E which consists of those points whose distance from A (6) is 
less than qX. Our choice of q shows that m(E) < €Ak. Hence 
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as soon as X < 6; and since A(A) -= 0, we have proved tha t  (1) holds 
also in Case 2. 

The proof is now complete. 

8.25 Remarks The  preceding theorem is true, but harder t o  prove, if the 
first "open" is deleted from the hypotheses. We used the openness of 
T only to prove the following: If C and C1 are concentric cubes, CI inside 
C, if the distance between corresponding faces of C and Cl is e, and if T 
moves no point of C by as much as e, then T(C)  2 CI .  This is true for 
continuous T, bu t  the proof depends on a deeper knowledge of the topology 
of Rk than we wish to  assume here. 

It should also be pointed out that  if we assume that T is co~ltinuously 
differentiable, i.e., if we assume that  x 4 T f ( x )  is a continuous mapping 
of V into the space of all linear operators on R" then the inverse function 
theorem ([26], Theorem 9.17) guarantees that T is open provided that 
T'(x)  is nonsingular. So "open" can be deleted from the hypotheses if 

we assume that  T' is continuous. 
I n  the application which fol2ows, existence of T'(x) is assumed, but no 

continuity assumption is imposed on T f .  The topological assumptions 
imposed on T circumvent measurability difficulties. 

8.26 Theorem Suppose T is  a d<tferentiable mapping of an open set 
V C Rk onto a bounded open set W C Rk. Suppose also that T is  one-to-one 
and that the inverse of T tk continuous. Then 

(a)  T ( E )  i s  a Borel set for every Borel set E C V .  
(b) If E i s  Lebesgue measurable, so i s  T ( E ) .  
(c)  If p(E) = m ( T ( E ) ) ,  then p i s  a positive bounded Borel measure on 

V ,  and for every x r V 

provided that Dp is computed relative to the collection of all open 
cubes with sides parallel to the coordinate axes. 

(d)  p << m, and 

for every Lebesgue nieasurable set E C V. 
(e) More generally, @ f r L I ( W ) ,  we have 

PROOF Since the inverse of T is continuous, T ( E )  is open if E is 
open; the collection of all E C V such that T ( E )  is a Borel set is a 
a-algebra in V; this implies (a). 
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If p is defined as in (c), the countable additivity of p follows from 
that of m, since T is one-to-one. Since m(W)  < a, p is bounded. 
The equation in (c) is just Theorem 8.24. Now Theorem 8.11 implies 
that p << m, and the equation in (d) follows from Theorem 8.6, for 
all Borel sets E. But if E is a Borel set and m(E)  = 0 ,  then also 
m ( T ( E ) )  = 0 ;  it follows &hat T ( A )  is Lebesgue measurable for all 
Lebesgue measurable sets A C V with m ( A )  = O and that m(T(A) )  = O 
in this case. This completes the proof of (d) and also establishes (b). 

It remains to prove (e). If A is a Borel set in W and E = T-l (A) ,  
then E is a Bore1 set, xE(x) = XA(T(X) ) ,  so (d)  implies that 

Thus (e) holds i f f  = XA, hence i f f  is any simple Borel function, and 
the general case follows. 

8.27 Jacobians The change-of-variables formula 8.26(e) is usually stated 
in the form 

where J=(x)  is the Jacobian of T at  x. By definition, this is the deter- 
minant of the linear operator T' (x). The equivalence of the two formulas 
wiII be established i f  we show that 

and this is clearly a consequence of the following result. 

8.28 Theorem If A is a linear operator on Rk and if A(A) is the scale 
factor asaohted wz202i% A; 80 that 

for every measurable set E, t h m  

We chose to formulate and prove Theorems 8.24 and 8.26 in terms of 
the geometrically defined quantity A(A) in order to stress the geometric 
and measure-theoretic aspects of these theorems. That A(A) also hap- 
pens to be the absolute value of the determinant of (a matrix associated 
with) A is additional information, of an algebraic nature, which is obvi- 
ously important for computational reasons. However, earlier intmduc- 
tion of this determinant would not have simplified our work. 

PROOF Let {el, . . . ,ek) be the standard basis for Rk: the ith coor- 
dinate of ej is 1 i f  i = j ,  O if i z j. If A is a linear operator on Rk and 
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then det A is, by definition, the determinant of the matrix [A] which 
has in the ith row and jth column, 

If A = A LA 2, (1) implies that A(A) = A(A A(Az), and the multi- 
plication theorem for determinants therefore shows that if (2) holds 
for A and A2, then (2) also holds for A. Since every linear operator 
A on Rk is a product of finitely many operators of the following three 
types, it is sufficient to establish (2) for each of these: 

(I) { Ael, . . . ,Aek) is a permutatioll of {e l ,  . . . , e k ) .  

(11) Ael = ael, Aei = eifor i  = 2, . . . , Ic. 
(111) Ael = el + ez, Aei = ei for i = 2, . . . , k. 

If A is of type (I), then [A] has exactly one 1 in each row and each 
column and has O in all other places. So det A = + 1. If Q is the 
unit cube, then A(&) = Q, hence A(A) = 1 = Jdet AJ.  

If A is of type (11), then clearly A(A) = la1 = [det A[.  
If A is of type (111), then det A = 1, and A(Q) is the set of all 

points Z&ei whose coordinates satisfy 

If Sl is the set of those points in A (Q) which have EZ < 1 and if S2 
is the rest of A(&), then 

where Sz - ez is a translate of S2. Eence 

This completes the proof. 

Exercises 

1 The syvzmetric derivative of a complex Bore1 measure p on RE is 
defined to be 

where B(x;r) is the open ball in Rk with center at  x and radius r. 
Prove that Theorem 8.6 implies the analogous theorem for D,,,. 

2 Suppose { f i n )  is a sequence of positive Bore1 measures on Rk and 
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Assume p(Rk) < am. Show that p is a Bore1 measure. What is 
the relation between the Lebesgue decompositions of the p, and 
that of p? Prove-that 

3 Suppose each f, is a positive nondecreasing function on R1, and 

for all x .  Prove that 
w 

4 Construct a continuous monotonic function f on R1 so that f is 
not constant on any segment although f'(x) = 0 a.e. 

6 Iff is as in the Lemma to Theorem 8.19, can there be an uncount- 
able set E such that f is not differentiable a t  any point of E? 

6 Suppose (ci j is a sequence of complex numbers such that Zlci( = a. 

Show that there are segments Jt  = (xi - 4, xi + Q) such that 
xi # X j  if i # j, (xi] is dense in Rl, and every x e R1 lies in 
infinitely many Ji. Put  f (xi) = .i (i = 1, 2, 3, . . .), f ( x )  = O 
for all other x. Prove that f is nowhere differentiable. 

7 Suppose E is a compact set in R1 (or Rk) without isolated points 
(a perfect set). Show that E is the support (see Chap. 2, Exercise 
11, for the definition) of a continuous positive Bore1 measure p. 

If m(E) = 0, this gives examples of singular measures. 
8 Suppose E C [a$], m(E) = 0. Construct an absolutely con- 

tinuous monotonic function f on [a,b] such that f'(x) = + a for 
every x e E. Suggwtion: E C nv,, m(VJ < 2-", V,, open. 
Consider the sum of the xv,. 

9 show that the product of two absolutely continuous functions on 
[a,b] is absoIutely continuous. Use this to derive a theorem about 
integration by parts. 

10 Iff is a real function on [0,1] and 

the length of the graph off is, by definition, the total variation of 
y on [0,1]. Show that this length is finite if and only iff r BV. 
Suppose f(O) = 0, f is continuous and nondecrertsing, and fa is the 
singulax part off (see Theorem 8.18). Prove that the length of 
the graph off is 
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How does this formula change if f r BV but f is not necessarily 
monotonic? How long is the graph of the function constructed in 
Example 8.20(b)? 

11 If E is a Lebesgue measurable set in Rl, the upper and lower limits 
of the quotients 

are called the upper and lower densities of E a t  x, Ds(x) and 
&(x) .  If these are equal, their common value DE(x) is the 
density (sometimes called the metric density) of E a t  x. If 
BE($) = 1, x is a point of density of E. 

Prove that  DE(x) = 1 a t  almost all x E E and that  DE(x) = 0 
a t  aImost a11 x +! E. 

Construct a set E such that  DE(O) # D E ( o ) .  Can it happen 
that @ E ( O )  = 0 and D E ( o )  = l ?  

12 If A C R1 and B C Rl, put A + B = fa + b :  a s  A,  b s B ) .  
Suppose m ( A )  > 0 and m(B)  > 0, and prove that  A + B con- 
tains a segment. 

Suggestion: Either use the existence of points of density in A and 
B, or assume m(A) < a, m(B)  < .o, and show that  the convolu- 
tion of X A  and Xe is a corltinuous function whose integral over R1 
is not 0. 

Let C be Cantor's middle thirds set and show tha t  C + C is an 
interval, although m(C) = 0. 

Extend these results to sets in Rk. 
13 Show (with the aid of the Hausdorff maximality theorem) that 

there exist real discontinuous functions f on Rf such that  

for all x and y r Rf .  
Show that  if (1) holds and f is Lebesgue measurable, then f is 

continuous. 
Show thah if (1) holds and the graph of f  is not dense in the 

plane, then f is continuous. 
Find all continuous functions which satisfy ( I ) .  

I4 For f r La(R1), define fi(x) = f (x  - t ) ,  and assume that  

The norm is the essential supremum. Prove that  under these 
conditions there is a uniformly continuous function g on R f  such 
that g(x) = f (x)  a.e. 
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Suggestion: Put h,(t) = n if 111 < 1/(2n), h,(t) = 0 otherwise, 
and let g, be the convolution f * h,. Prove that g,(x) + f(x) a.e. 
and that 

IB~(x + t) - gn(x)l I llft - f llm. 

Expbit the equicontinuity of the sequence { g, f ([26], Theorem 
7.23). 

15 Show that there is at  most one operator A which satisfies the 
requirements for Tf(x) in Definition 8.22. 

16 Show that Lebesgue measure on Rk is rotation invariant. 
17 Construct a monotonic function on Rl whose derivative exists a t  

every point but is not a continuous function on R1. 
18 Suppose G is a subgroup of Rl (relative to addition), G # R1, and 

G is Lebesgue measurable. Prove that then m(G) = 0. (Com- 
pare with Exercise 12.) 

19 Call t a period of the function f on R1 if f(x + t )  = f(x) for all 
x E R1. Suppose f is a real Lebesgue measurable function with 
periods 9 and t such that s/t is irrational. Prove that there is a 
constant h such that f (x) = h a.e., but that f need not be constant. 
Hint: The periods off form a dense set. Look at  points of density 
of the sets E, = {x: f (x) > a], for real. a. 

20 Suppose f is a reaI function on the rectangle determined by the 
inequalities a < x _< b and A 5 y _< B. Find conditions on f 
(make them as weak as you can) under which the following state- 
ment makes sense and is correct (Dddenotes the partial derivative 
of f  with respect to the first variable, x) : If 

so that g'(x) = ( D I ~ )  (x,Y) 

See also under what conditions you can derive the last formula 
by direct consideration of the quotients [g(t) - g(x)]/(t - x). 

21 Suppose f is a continuous complex function on [a$] with total 
variation V. Prove that to each W < V there corresponds a 
6 > 0 with the following property: If a = xo < xl < - . < x , = b  
and if I x ~  - sdll < 6 for i = 1, . . . , n, then 
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22 Suppose f is a continuous real function on [a,b]. For each red y, 
let M(y) be the number (finite or infinite) of points x on [a$] at 
which f(x) = y. (ill may be called the multiplicity function off.) 
Prove that M is a Borel function and that $M(y) dy is the total 
variation of f on [a,b]. 

Hint: The result is clear for functions whose graph is a finite 
union of straight line intervals. Approximate j by a suitably 
chosen sequence of such functions. (Their multiplicity functions 
should increase to that off.) Use Exercise 21. 

23 Is every left-continuous complex function f on Rl a Borel func- 
tion? If V is open, what can you say about f-l(V)? 
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Formal Properties 

9.1 Definitions In this chapter we shall depart from the previous nota- 
tion and use the letter m not for Lebesgue measure on R1 but for Lebesgue 
measure divided by 4% This convention simplifies the appearance of 
results such as the inversion theorem and the Plancherel theorem. 
Accordingly, we shall use the notation 

where dx refers to ordinary Lebesgue measure, and we dcfir~c 

and 

(4) f(t) = /:* f (x)ei"' dm (4 (t & R'). 

Throughout this chapter, we shall write LP in place of Lp(R1), and Co 
will denote the space of all continuous functions on R1 which vanish a t  
infirlity . 

Iff E LL, the integral (4) is well defined for every real t. The function 
f is called the Fourier iransjorm of j .  Note that the term "Fourier trans- 
form" is also applied to the mapping which takes f to f. 

The formal properties which are listed in Theorem 9.2 depend intimately 
on the translation invariance of m and on the fact that for each real a the 
mapping x + eiaz is a characler of the additive group R1. By definition, a 
function cp is a character of R1 if ( c p ( t ) l  = 1 and if 
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for all real s and t. In other words, cp is to be a homomorphism of the 
additive group R1 into the multiplicative group of the complex numbers 
of absolute value 1. We shall see later (in the proof of Theorem 9.23) 
that every continuous character of R1 is given by  an exponential. 

9.2 Theorem Suppose f r L1, a.nd a! and are real .numbers. 

(a) V g ( x )  = f (x)eiaz, then # ( t)  = f(t - a).  
( b )  I f  Q ( X )  = f ( x  - a) ,  then # (t) = 3(t) e-iat 
(c) If g r L1 and h = f * g ,  tlra h(t) = j ( t ) i ( t) ,  

T h w  the Fourier transform conuerts multiplication by a character into 
iransEation, and vice versa, and it  conuerts convolutions to pointwise products. 

(4 If g(t.1 = f0, then #(t) - 35.  
(el I f  9 (x )  = f (x/X) and X > 0, then # (t) = U(ht) .  
( f )  V Q ( x )  - - izf (x)  and g E L1, then f is di'erentidle and f' (t) = # ( I ) .  

PROOF (a ) ,  (b ) ,  (4, and (e) are proved by direct substitution into 
formula 9.1 (4). The proof of (c) is an application of Fubini's theorem 
(see Theorem 7.14 for the required measurability proof) : 

Note how the translation invariance of m was used. 
To prove (n, note that 

(1) f ($1 - f(t)  
s - t  = / _ m f ( x ) e - & t q ( x , s - t ) d m ( z )  ( s # t ) ,  

where cp(x,u) = (emkU - l ) / u .  Since Icp(x,u)l 5 1x1 for all real u # 0 
and since q(x,u) + -iz as u + 0, the dominated convergence the- 
orem applies to ( I ) ,  if s tends to t ,  and we conclude that 

9.3 Remarks 

(a) In the preceding proof, the appeal to the dominated convergence 
theorem may seem to be illegitimate since the dominated con- 
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vergence theorem deals only with countabb sequences of functions. 
However, it does enable us to conclude that 

lim 3(s.) - f 0 )  - 
t 

- - i /'- x j(x)e-'" dm ( t )  
n d w  Sn 

for every sequence isn) which converges to 1, and this says 
exactly that 

m 
lim 
8 - 4  8 - 1  

We shall encounter similar situations again, and shall apply 
convergence theorems to them without further comment. 

(b) Theorem 9.2(b)  shows that the Fourier transform of 

This suggests that an analogue of Theorein 9 .2  ( f )  should be true 
under certain conditions, namely, that the Fourier transform of j' 
is i t j ( t ) .  If j E Ll, f' E L1, and if j is the indefinite integral of f ,  
the result is easily established by an integration by parts. We 
leave this, and some related results, as exercises. The fact that 
the Fourier transform converts differentiation to multiplication 
by t i  makes the Fourier transform a useful tool in the study of 
differential equations. 

The Inversion Theorem 

9.4 We have just seen that certain operations on functions correspond 
nicely to operations on their Fourier transforms. The usefulness and 
interest of this correspondence will of course be enhanced if there is a way 
of returning from the trarl~sforms to the functionw, that is to say, if there 
is an iriversion formula. 

Let us see what such a formula might look like, by arlalogy with Fourier 
series. If 

then the inversion formula iw 
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We know that (2) holds, in the sense of L2-convergence, if f r L2(T). 
We also know that (2) does not necessarily hold in the sense of pointwise 
convergence, even if f is continuous. Suppose now that f r L1(T), that 
{c,] is given by (I), and that 

Put 

By (3), the series in (4) converges uniformly (hence g is continuous), and 
the Fourier coefficients of g are easily computed: 

Thus f and g have the same Fourier coefficients. This implies f = g a.e., 
so the Fourier series of f  converges to f(x) a..e. 

The analogous assumptions in the context of Fourier transforms are 
that f r L1 and f E L1, and we might then expect that a formula like 

is valid. Certainly, iff r L1, the right side of (6) is well defined; call it 
g(x) ; but if we want to argue as in ( 5 ) ,  we run into the integral 

which is meaningless as it stands. Thus even under the strong assump- 
tion that f' E L1, a proof of (6) (which is true) has to proceed over a more 
devious route. 

p t  should be mentioned that (6) may hold even iff # LL, if the integral 
over (- d~ , a) is interpreted as the limit, as A + m ,  of integrals over 
(-A, A). (Analogue: a series may converge without converging abso- 
lutely.) We shall not gointo this.] 

9.5 Theorem For any function f on R1 and eve y y r R1, let ju be the 
translate off defined by  
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I f  1 < p < 00 a d  i f f  r L P ,  the mapping 

(2) Y -' fv 

is a uniformly continuous mapping of R1 into Lp(R1). 

PROOF Fix c > 0. Since f r LP there exists a continuous function g 
whose support lies in a bounded interval [-A,A],  such that 

I l f  - slip < c 

(Theorem 3.14). The uniform continuity of g shows that there exists 
a 6 e (0,A) such that 1s - tl < 6 impIies 

Ig(8) - g(t) 1 < (3A)-ll~c. 

If 1s - tl < a, it follows that 

so that Ilkl* - g t j l p  < c- 
Note that D-norms (relative to Lebeqgue measure) are translation 

invariant: I (  f 1 1 ,  3 1 1  fallP. Thus 

I l f *  - f d l p  5 I t f a  - 9all~ + I ~ Q *  - g t l l ~  + l l ~ t  - fillt 
= Il(f - Q ) J l l P  + 1 1 ~ .  - QtllP + 11(9 - f l t I l P  < 3~ 

whenever 1s - tl < 8. This completes the proof. 

9.6 Theorem i f f  r L1, l h  f c CO a d  

PROOF The inequality (1) is obvious from 9.1(4). If t, -+ t ,  then 

The integrand is bounded by 21 f(x)l and tends to 0 for every x, as 
R --r 00. ~encef(t,J + f(t) , by the dominated convergence theorem. 
Thus f is continuous. 

Since e"' = - 1, 9.1 (4) gives 

= - /" f(x - r/t)e4&dm(x)). -- 
Hence 

2.f(t) = /* -* ( f (x) - f ( x  - :)I e-du dm(x) , 
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so that 

(5) 2lP(t)l I IIf - f*ltlll, 

which tends to  0 as t -+ + 0 3 ,  by Theorem 9.5. 

9.7 A Pair of Auxiliary Functions I n  the proof of the inversion theorem 
it will be convenient to know a positive function H which has a positive 
Fourier transform whose integral is easily calculated. Among the many 
possibilities we choose one which is of interest in connection with harmonic 
functions in a half plane. (See Exercise 17, Chap. 11.) 

Put 

and define 

A simple c~mputation gives 

(3) 

and hence 

Note also that 0 < H ( t )  I 1 and that H ( N )  -, 1 as A 4 0. 

9.8 Proposition I f f  E L1, then 

( f  * h 3  ( x )  = / * H (h t ) j ( t )  ebt dm(t )  . - 0 

PROOF This is a simpIe application of Fubini's theorem. 

= H (At) d m ( t )  /-wm f (z - y)eitu d m ( y )  

= /' -10 H (At) d m  ( t )  f ( y ) e ~ ( z q )  d m  ( 3 )  

= - (9 H (At) f(t)eas d m  (0. 

9.9 Theorem I f  g E Lm and g is continuous at a point x, Men 
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PROOF On account of 9.7(4),  we have 

The last integrand is dominated by 211gll,hl(s) and converges to 0 
pointwise for every s, as x -+ 0 .  Hence ( 1 )  follows from the dominated 
convergence theorem. 

9.10 Theorem I f  1 5 p < 00 and f r Lp, then 

lim ( 1  f * hx - j(Ip = 0 .  
A+O 

The cases p = 1 and p = 2 will be the ones of interest to us, but the 
general case is no harder to prove. 

PROOF Since h~ e Lq, where q is the exponent conjugate to p, 
(f * h ~ )  (x) is defined for every x. (In fact, f * h~ is continuous; see 
Exercise 11 .) Because of 9.7(4) we have 

and Theorem 3.3 gives 

Integrate (3) with respect to x and apply Fubini's theorem: 

If g(y) = (1 jg - f / l ; ,  then g is bounded and continuous, by Theorem 
9.5, and g(0) = 0. Hence the right side of (4) tends to 0 as X -+ 0 ,  
by Theorem 9.9. 

9.11 The Inversion Theorem I f f  e L1 and f E L1, d i f  

then g r CO and j(x) = g ( x )  u.e. 

PROOF By Proposition 9.8, 
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The integrands on the right side of (2) are bounded by lf(t)l, and 
since H(At) --, 1 as A + 0, the right side of (2) converges to g ( x ) ,  for 
every x E R1, by the dominated convergence theorem. 

If we combine Theorems9.10 and 3.12 wesee that there is a sequence 
{A, j such that A, + 0 and 

(3) lim ( f  * hi,) ( x )  = f(x) a.e. 
n 4  

Hence f(z) = g(x) a.e. That g r Co follows from Theorem 9.6. 

9.12 The Uniqueness Theorem i f  f & L1 and f ( t )  = 0 for all i e R1, then 
f(x) = 0 a-e. 

PROOF Since f = 0 we have f e L1, and the result follows from the 
inversion theorem. 

The Plancherel Theorem 

Since the Lebesgue measure of R1 is infinite, L2 is not a subset of L1, 
and the definition of the Fourier transform by formula 9.1 (4) is therefore 
not directly applicable to every f e L2. The definition does apply, how- 
ever, i f f  e L1 n L2, and it turns out that thenf e L2. In fact, i l f 1 I 2  = ( ( f ( 1 2 !  
This isometry of L1 n L2 into L2 extends to an isometry of L2 onto L2, and 
this extension defines the Fourier transform (sometimes called the Plan- 
cherel transform) of every f e L2. The resulting L2-theory has in fact a 
great deal more symmetry than is the case in L1. In L" j and f play 
exactly the same role. 

9.13 Theorem One can associate to each f e L2 a function f e L2 so that 
the following properties hold: 

(a)  If f e Lx n L2, then f is the previously defined Fourier t rans fom o f f .  
(b) For every f e L2, Ilfllz = I l f l l z .  
(c) The mapping f -+ f is  a Hilbert space isomorphism of L2 onto L2. 
(d) The following s y m t r i c  relation exists between f and f: I f  

A A 
q ~ ( t )  = / - A  $(x)e-'" dm(x) and $1 ( x )  = /-A f(t)ei" dm(t) ,  

Note: Since L1 n L2 is dense in L2, properties (a)  and (b) determine the 
mapping f 4 f uniquely. Property (d) may be called the L2 inversion 
theo~em. 

PROOF Our first objective is the relation 
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We fix f E L1 n L2, put f(x) = f(--2), and define g = f * 3. Then 

where the inner product is taken in the Hilbert space L2 and f-, 
denotea a t r d a t e  off, as in Theorem 9.5. By that theorem, x --+ f-, 
is a continuous mapping of R1 into L2, and the continuity of the inner 
product (Theorem 4.6) therefore implies that g is a continuous func- 
tion. The Schwarz inequality shows that 

(4) IQ(X>I s I I ~ - ~ I I ~ I I A I ~  = 1111:) 
so that g is bounded. Also, g e L1 since f E Ll and 3 E Ll. 

Since g E L1, we may apply Proposition 9.8: 

Since g is continuous and bounded, Theorem 9.9 shows that 

Theorem 9 . 2 0  shows that = If12 2 0, and since H(M) increases 
to 1 &s X + 0, the monotone convergence theorem gives 

Now (5), (6)) and (7) show that f e L2 and that (1) holds. 
This was the crux of the proof. 
For any A > 0, let f~ be the product off and the characteristic 

function of the interval [ - A,A]. Iff E L2, then clearly 11 fA - f 11 2 -, 0 
as A -+ a. Also, f~ t L1 n L2, and if VA is defined as in (4, we have 
(PA = f ~ .  Since ( f ~ }  is a Cauchy sequence in L2, the relation (1) 
shows that { PA ) is a Cauchy sequence in L2 ; and since L2 is complete, 
(VA } converges to an element of L2, as A -r a, which we call f. 
Note that i f f  E L1 n L2, then q ~ ( t )  converges pointwise to the pre- 
vioudy defined Fourier transform of f, and this pointwise limit 
coincides a,e. with the L2-limit (Theorem 3.12). 

The domain of the mapping f -4 f  is now extended from U n L2 
to L2. Moreover, (1) implies that l ] p ~ 1 1 2  = 11 ~ A \ I ~ ,  so that 

We have now proved (a), (b), and the first half of (@. 
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Let us introduce the temporary notation @f for f. Then @f is the 
L2-limit of the functions ( p A ,  i f f  E L2, and @ is an isometry of L2 into 
L2. For g E L2, define q g  analogously as the L2-limit of the functions 

/-AA g (t) eizt dm (t) . 

Then -P is an isometry of L2 into L2, since (qg) (x) = (@g) (-x). If 
both f and f are in L1 n L2, it follows from Theorem 9.11 that 

By Proposition 9.8, f * hx satisfies these requirements if f E L1 n L2 
and X > 0. Thus 

As X 4 0, 11 f * hx - fl12 + 0 (Theorem 9.10), and since !P@ is an 
isometry, we obtain (10) for every f E L1 n L2. Since L1 n L2 is dense 
in L2, (10) holds for every f r L2. This proves the second half of ( d ) .  

But the relation @!Pg = g is then also valid for every g E L2, since 
the roles of the operators @ and * can obviously be interchanged. 
This says that if f = *g then g = f. The mapping f + f therefore 
maps L2 onto L2. 

Finally, the identity 

shows that every isometry of L2 onto L2 also preserves inner products, 
In  other words, the Parseval formula 

holds if f E L2 and g r L2. 
This gives (c) and completes the proof. 

9.14 Theorem I f f  r L2 and3 r L1, then 

PROOF This is a corollary of Theorem 9.1 3(d) .  

9.15 Remark If f E L1, formula 9.1(4) defines f(t) unambiguously for 
every t .  If f E L2, the Plancherel theorem defines f uniquely as an ele- 
ment of the Hilbert space L2, but as a point function f(t) is only deter- 
mined almost everywhere. This is, an important difference between the 
theory of Fourier transforms in Ll and in L2. The indeterminacy off (t) 
as a point function will cause some difficulties in the problem to which 
we now turn. 
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9.16 Translation Invariant Subspaces of L1 A subspace M of L2 is 
aaid to be translation zwariant iff E M implies that ja e M for all real a, 
where fa(s) = f (s  - a). Translations have already played an important 
part in our study of Fourier transforms. We now pose a problem whose 
solution will afford an illustration of how the Plancherel theorem can 
be used. (Other applications will occur in Chap. 19.) The problem is: 

Describe the c l o d  translcrtim invariant subspaces of L2. 

Let M be a closed translation invariant subspace of L2, and let I@ be 
the image of M under the Fourier transform. Then a is closed (since 
the Fourier transform is an L2-isometry). If fa is a translate of f, the 
Fourier transform of fa isfea, where ea(t) = e'-'ut; we proved this for f a L1 
in Theorem 9.2; the result extends to L2, as can be seen from Theorem 
9.13(d). It follows that I@ is invariant under rnultiplication by e., for 
d l  a r Rl. 

Let E be any measurable set in R1. If 'a is the set of all cp e L2 which 
vanish a.e. on E, then I@ certainly is a subspace of L2, which is invariant 
under multiplication by all ea (note that 1e.l = 1, so (p. o Lz if p E L2), 
and I@ is also closed. Prooj: p e i@ if and only if p is orthogoml to every 
$ r L2 which vanishes a.e. on the complement of E.  

If M is the inverse image of this a, under the Fourier transform, then 
M is a space with the desired properties. 

One may now conjecture that every one or our spaces M is obtained 
in this manner, from a set E C Rl. To prove this, we have to show that 
to every closed translation invariant M C La there corresponds a set 
E C R1 such that f e M if and only if f(t) = 0 a.e. on E. The obvious 
way of constructing E from M is to associate with each f r M the set E, 
consisting of all points a t  which f(t) = 0, and to define E as the inter- 
section of these sets E/. But this obvious attack runs into a serious 
difficulty: Each E, is defined only up to sets of measure 0. If (A;) is a 
countable collection of sets, each determined up to sets of measure 0, 
then nAi  is also determined up to sets of measure 0. But there are 
uncountably many f e M, so we lose all control over nE,. 

This difficulty disappears entirely if we think of our functions as ele- 
ments of the Hilbert space L2, and not primarily as point functions. 

We shall now prove the conjecture. Let i@ be the image of a closed 
translation invariant subspace M C L2, under the Fourier transform. 
Let P be the orthogonal projection of L2 onto I@ (Theorem 4.11): To 
each f e Lz there corresponds a unique Pj e such that f - Pf is orthog- 
onal to I@. Hence 

and since I@ is invariant under multiplication by ea, we also have 

(2) f - P f I ( P g ) e ,  UandgeL2 ,aeR1) .  



Fourier transforms 191 

If we recall how the inner product is defined in LP, we see that (2) is 
equivalent to 

(3) Lrn ( f  - P f )  & e-. dm = 0 ( f  and g e LP, a e R1) 

and this says that the Fourier transform of 

is 0. The function (4) is the product of two L2-functions, hence is in L1, 
and the uniqueness theorem for Fourier transforms now shows that the 
function (4) is 0 a.e. This remains true if 5 is replaced by Pg. Hence 

(5) f Pg = (Pfl  . (Pg) ( f  and g e L2). 

Interchanging the roles off and g leads from (5)  to 

Now let g be a fixed positive function in L2; for instance, put g(t) = e-ltl. 
Define 

(Pg)(t)  may only be defined a.e.; choose any one determination in (7). 
Now (6)  becomes 

I f f  e f i ,  then Pf = f .  This says that PP = P, and it follows that 
cp2 = cp,  because 

Since cp2 = cp ,  we have p  = 0 or 1 a.e., and if we let E be the set of all t 
where q(t)  = 0, then i@ consists precisely of those f e L2 which are 0 
a.e. on E, since f ei@ if and only i f f  = Pf = p - f .  

We therefore obtain the following solution to our problem : 

9.17 Theorem Associate to each measurable set E C R1 the space M E  
of d l  f e L2 such that f = 0 a.e. on E. Then M E  is  a closed translation 
invariant subspace of L2. Every closed translation invariant subspace of L2 
i s  M E  for some E, and M A  = M B  i f  and only i f  

m((A - B )  u ( B  - A)) = 0. 

The uniqueness statement is easily proved; we leave the details to the 
reader. 
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The above problem can of course be posed in other function spaces. 
I t  has been studied in great detail in L1. The known results show that  
the situation is infinitely more complicated there than in L2. 

The Banach Algebra L1 

9.18 Definition A Banach space A is said to be a Banach algebra if there 
is a multiplication defined in A which satisfies the inequality 

the associative law x(yz) = (xy)z, the distributive laws 

and the relation 

where a? is any scalar. 

9.19 Examples 

(a) Let A = C ( X ) ,  where X is a compact Hausdorff space, with the 
supremum norm and the usual pointwise multiplication of func- 
tions: (fgj (x) = f (x)g (x). This is a commutative Banach algebra 
(fg = gf) with unit (the constant function I). 

(b) Co(Rl) is a commutative Banach algebra without unit, i.e., with- 
out an  element u such that  uf = f for all f r Co(R'). 

(c) The  set of all linear operators on Rk (or on any Banach space), 
with the operator norm as in Definition 5.3, and with addition 
and multiplication defined by 

is a noncommutative Banach algebra (unless k = 1) with unit. 
(d) Ll  is a Banach algebra if we define multiplication by convolution; 

since 

If * ~ 1 1  1 I llfll 111911 1, I 

the  norm inequality is satisfied. The associative law could be 
verified directly (an application of Fubini's theorem), but we 
can proceed as follows: We know that the Fourier transform of 
f r g is f . $, and we know that the mapping f -+ f is one-to-one. 
For every t E R1, 
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by the associative law for complex numbers. It; follows that 
f * ( g  * h) = ( f  * g )  * h. In  the same way we see immediately 
that f * g = g * f. The remaining requirements of Definition 
9.18 are also easily seen to hold in L1. 

Thus L1 is a commutative Banach algebra. The Fourier 
transform is an algebra isomorphism of L1 into C o .  Hence there 
is no f E Ll with f = I, and therefore Ll has no unit. 

9.20 Complex Homomorphisms The most important complex func- 
tions on a Banach algebra A are the homomorphisms of A into the 
complex field. These are precisely the linear functionals which also 
preserve multiplication, i.e., the functions cp such that 

for all x and y E A and all scalars a and 8. Note that no boundedness 
assumption is made in this definition. It is a very interesting fact that 
this would be redundant: 

9.21 Theorem If cp is a complex homomorphism on a Banach algebra A, 
then the norm of cp, as a linear functional, is at most I. 

PROOF Assume, to get a contradiction, that (p(xo) l  > IIxoll for some 
X O E  A. Put X = cp(xo), and put x = xo/X. Then llxll < 1 and 
cp(x) = 1. 

Since llxnll 5 1 1 ~ 1 1 ~  and [lxll < 1, the elements 

form a Cauchy sequence in A. Since A is complete, being a Banach 
space, there exists a y E A such that lly - s,(( + 0, and it is easily 
seen that x + s, = xs , ,~ ,  so that 

Hence cp(x) + p ( y )  = cp(x)p(y) ,  which is impossible if cp(x) = 1. 

9.22 The Complex Homomorphisms of L1 Suppose p is a complex 
homomorphism of Ll, i.e., a linear functional (of norm at most I, by 
Theorem 9.21) which also satisfies the relation 

By Theorem 6 . 1 6 ,  there exists a & La such that 
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We now exploit the relation (1) to see what else we can say about 8. 
On the one hand, 

On the other hand, 

Let us now assume that p is not identically 0. Fix f E L1 so that 
q(f)  # 0. Since the last integral in (3) is equal to the right side of (4) 
for every g a Ll, the uniqueness assertion of Theorem 6.16 shows that 

for almost all y. But y -+ f, is a continuous mapping of R1 into L1 
(Theorem 9.5) and p is continuous on L1. Hence the right side of (5) 
is a continuous function of y, and we may assume [by changing p(y) on a 
set of measure 0 if necessary, which does not affect (2)] that p is continu- 
ous. If we replace y by x + y and then f by f, in (5 ) ,  we obtain 

so that 

Since p is not identically 0, (6) implies that p(0) = 1, and the continuity 
of j3 shows that there is a 6 > 0 such that 

Then 

Since B is continuous, the last integral is a differentiable function of x ;  
hence (8) shows that B is differentiable. Differentiate (6) with respect 
to y, then put y = 0; the result is 
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Hence the derivative of p(x)rAs is 0, and since p(0) = 1, we obtain 

(10) ~ ( x )  = eAz. 
But @ is bounded on R1. Therefore A must be pure imaginary, and we 
conclude: There exists a t r R1 such that 

(1 1) a(Z) = e-it, 
We have thus arrived a t  the Fourier transform: 

9.23 Theorem To every complex homomorphism p on L1 (except to p = 0) 
b e  corresponds a unique t r R1 such that p(f) = f(t). 

The existence of t was proved above. The uniqueness follows from the 
observation that if t # s then there exists an f r L1 such that f(t) # f(s) ; 
take for f(x) a suitable t r d t e  of e-lsl. 

Exercises 

1 Compute the Fourier transform of the characteristic function of 
an interval. For n = 1, 2,  3, . . . , let g, be the characteristic 
function of [ -n,n], let h be the characteristic function of'[- l,l], 
and compute g, * h explicitly. (The graph is piecewise linear.) 
Show that g, * h is the Fourier transform of a function f, r L1; 
except for a multiplicative constant, 

sin s sin na: 
fdx) = s ' 

Show that 11 frill -, 01 and conclude that the mapping f + f maps 
L1 into a proper subset of Co. 

Show, however, that the range of this mapping is dense in CO. 
2 Give examples off  E Ls such that f # L1 but f r L1. Under what 

circumstances can this happen? 
3 Iff r L1 and Jlq(t)l dm(t) < G Q ,  prove that f coincides a.e. with a 

differentiable function whose derivative is 

4 Suppose f a  L1, f is differentiable almost everywhere, and f r L1. 
Does i t  follow that the Fourier transform of f' is tt'f(t)? 

5 Let S be the class of all functions f on Rl which have the following 
property: f is infinitely differentiable, and there are numbers 
Ams(fl < a, form and n = 0, 1, 2, . . . , such that 

IxnD"f(z) I 5 Amn(n (X & R1) - 
Here D is the ordinary differentiation operator. 
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Prove that the Fourier transform maps S onto S. 
Find examples of members of S. 

6 The Fourier transform can be defined for f  a L1(Rk) by 

where x  . y = 25ivi if x = ([I! . . . ,&), y = (v1, . . . ,vk), and 
mk is Lebesgue measure on Rk, divided by ( 2 ~ ) ~ "  for convenience. 
Prove the inversion theorem and the Plancherel theorem in this 
context, as well as the analogue of Theorem 9.23. 

7 I f f  E L1(Rk), A is a linear operator on Rk, and g ( x )  =  AX), how 
is $ related to f ?  If f  is invariant under rotations, i.e., if f ( x )  
depends only on the euclidean distance of x  from the origin, prove 
that the same is true of 3. 

8 The L a p l d n  of a function f  on Rk is 

provided the partial derivatives exist. What is the relation 
between f and # if g = A f  and all necessary integrability conditions 
are satisfied? I t  is clear that the Laplacian commutes with 
translations. Prove that it also commutes with rotations, i.e., 
that  

a ( f 0 A )  = ( ~ f ) o A  

whenever f  has continuous second derivatives and A is a rotation 
of Rk. (Show that it is enough to do this under the additional 
assumption that f has compact support.) 

9 Show that every Lebesgue measurable character of R1 is con- 
tinuous. Do the same for Rk. (Adapt part of the proof of 
Theorem 9.23.) 

10 Suppose f E L1, f > 0. Prove that I f(y)I < f(0) for every y # 0. 
11 If p and q are conjugate exponents, f  e L p ,  g e LQ, and h = j * g, 

prove that h is uniformly continuous. If also 1 < p < a, then 
h E Co; show that this fails for some f  r L1, g E Lm. 

12 Suppose 1 5 p < m, f  e Lp, and 

g(x) = jZ+' 2 f ( t )  dt.  

Prove that g E Co. What can you say about g i f f  a LQ? 
13 Let CQ be the class of all infinitely differentiable complex func- 

tions on R1, and let CCQ consist of all g a CQ whose support is 
compact. Show that C,* does not consist of 0 alone. 

Let L,',, be the class of all f  which belong to L1 locally; i.e., 
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j r Lk provided that f is measurabIe and Jrlfl < 00 for every 
bounded internal I. 

If f r L,', and g r C,", prove that f * g a Cm. 
f rove that there are sequences (g,] in C," such that 

(If *gn - f l I 1 + O  

as n + m, for every f e L1. (Compare Theorem 9.10.) Prove 
that {g,) can also be so chosen that (f * g,)(x) f(x) a.e., for 
every f r L;,,; in fact, for suitable {g,) the convergence occurs 
a t  every point x at which f is the derivative. of its indefinite 
integral. 

Prove that (f * hx)(x) -+ f(x) a.e. if f r L1, as X -4 0 ,  and that 
f * hx E COO, although hh does not have compact support. (hx is 
defined in Sec. 9.7.) 

14 Find 
A sin Xt 

/-AT 
e'udt ( - a o < x < a )  

A--r m 

where X is a positive constant. 
15 Find conditions on f and/or f which ensure the correctness of the 

following formal argument: If 

and F(x) = f(x + 2h) 
k r - m  

then F is periodic, with period 2?r, the nth Fourier coefficient of 
F is ~ ( n )  , hence F(x) = Zp(n)efw. In particular, 

More generally, 

What does (*) say about the limit, as a+ 0, of the right-hand 
side (for "nice" functions, of course)? Is this in agreement with 
the inversion theorem? 

[(*) is known as the Poisson summation formula.] 
16 Take f (s )  = e-txt in Exercise 15 and derive the identity 

17 Take f (x) = e-"' in Exercise 15. What is the resulting identity? 
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Holomorphic Functions 

Complex Differentiation 

We shall now r~tudy complex functions defined in subsets of the com- 
plex plane. It will be convenient to adopt some standard notations which 
will be used throughout the rest of this book. 

10.1 Definitions If r > 0 and a is a complex number, 

is the open circular disc with center at  a and radius r .  I)(a;r) is the 
closure of D (a  ;r) , and 

is the punctured disc with center at  a and radius r. 
A set E C X, where X is a topological space, is said to be connected 

if there do not exist two disjoint open sets V and W such that E C V u W 
and such that both V and W intersect E. A maximal connected subset 
of E is called a component of E. It is easy to see that any two compo- 
nents of E are disjoint and that E is the union of its components. 

By a region we shall mean a nonempty connected open subset of the 
complex plane. Thus an open set St # @ in the plane is a region if 
and only if Sl is not the union of two nonempty disjoint open sets. Each 
component of a plane open set St is clearly a region. The letter St will 
from now on denote a plane open set. 

10.2 Definition Suppose f is a complex function defined in Sl. If 20 E Sl 
and if 

lim f (2 )  - rc.0). 



Elementary properties of hofomorphic functions 199 

exists, we denote this linlit by ff(zo) and call it the derivative of f a t  20 .  

If f'(x0) exists for every zo e Q, we say that f is holomorphic (or analytic) 
in Q. The class of all holomorphic functions in Q will be denoted by H(Q). 

To be quite explicit, j'(z0) exists if to every E > 0 there corresponds a 
S > 0 such that 

1 f - ( )  - z 1 < for all o r D ' ( Z ~ ; ~ ) .  - 2 0  

Thus f'(zo) is a complex number, obtained as a limit of quotients of com- 
plex numbers. Note that f is a mapping of Q into R2 and that  Definition 
8.22 associates with such mappings another kind of derivative, namely, 
a linear operator on R2. In  our present situation, if (2) is satisfied, this 
linear operator turns out to be multiplication by f'(zo) (regarding R2 
as the complex field). We leave it to the reader to verify this. 

10.3 Remarks If f r H(Q) and g a H ( Q ) ,  then also f + g e H(Q) and 
fg E H(Q), SO that  H(Q)  is a ring; the usual differentiation rules apply. 

More interesting is the fact that superpositions of holomorphic func- 
tions are holornorphic: If f e H(Q), if f (Q) C Str, if g r H (Qr), and if 
h = g 0 f, then h r H(Q), and h' can be computed b y  the chain rule 

To prove this, fix zo e Q, and put w = f (xo). Then 

where ~(2)-  0 as z +  zo and q(w) -+ 0 as w +  wo. Put w = f(z), and 
substitute (2) into (3): If x # zo, 

The differentiability of f forces f to  be continuous at 20. Hence (1) 
follows from (4). 

10.4 Examples For n = 0, 1, 2, . . . , zn is holomorphic in the whole 
plane, and the same is true of every polynomial in z. One easily verifies 
directly that l/z is holomorphic in { z : t # 01. Hence, taking g(w) = l / w  
in the chain rule, we see that if f l  and f 2  are in H(Q) and Q0 is an open 
subset of in which f 2  has no zero, then fI/fi e H(Q0). 

Another example of a function which is holomorphic in the whole 
plane (such functions are called entiw) is the exponential function defined 
in the Prologue. I n  fact, we saw there that exp is differentiable every- 
where, in the sense of Definition 10.2, and that exy' (z) = exp (z) for 
every complex z. 
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10.5 Power Series From the theory of power series we shall assume only 
one fact as known, namely, that to each power series 

there corresponds a number R r 10, .o] such that the series converges 
absolutely and uniformly in D(a;r), for every r < R ,  and diverges if 
z q! D(U ;R). The "radius of convergence" R is given by the root test: 

1 
- R = lim sup (~Jl ln .  -- 

Let us say that a function f defined in a is representable by power series 
in 8 if to every disc D(a;r) C 8 there corresponds a series (1) which 
converges to f (2) for all z r. D(a ;r). 

10.6 Theorem If f is representable by power series in 8, then f r H(Q) and 
$ i s  also representable by power series in 8. I n  fact, if 

for z r D (a;r),  then for these z we also have 

PROOF If the series (I) converges in D(a;r), the root test shows that 
the series (2) also converges there. Take a = 0, without loss of 
generality, denote the sum of the series (2) by g(z), fix w e D(a;r), 
and choose p so that Iwl < p < r. If z # w, we have 

(3) 
za - wn - nw*-1 . 

Z - w  Z - W  
n= 1 I 

The expression in brackets is 0 if n = 1 and is 

if n 2 2. If lzl < p, the absolute value of the sum in (4) is less than 



Elementary properties of hoIomorphic functions 201 

Since p < r ,  the last series converges. Hence the left side of (6) 
tends to 0 as z -+ w. This says that f l (w)  = g(w) ,  and completes 
the proof. 

Corollary Since  f' i s  seen to satisfy the same hypothesis as  f does, the 
theorem can be applied to f'. I t  follows that f has derivafitles of all orders, 
that each der i~a~ f iue  i s  representable by power series in Q, and t.hat 

i f  (1 )  holds. Hence ( 1 )  iwzplies fhat 

so t h d  for each a E fl there i s  a unique sequence {cn)  for which ( 1 )  holds. 

We now describe a process which manufactures functiorls that are 
representable by power series. Special cases will be of importance later. 

10.7 Theorem Suppose p i s  a c o ~ ~ z p l e x  ( j n i t e )  measure o n  a fneasurable 
space X, y i s  a complex measurable funct ion on  X ,  0 i s  a n  open set in the 
plane which does not intersect rp(X) ,  and  

Then f i s  representable by power series in 0. 

PROOF Suppose D(a;r)  C fl. Since 

for every x r D(a;r)  and every 5. E X, the geometric series 

converges uniformly on X, for every fixed z r. D(a;r ) .  Hence the 
series ( 3 )  may be substituted into ( I ) ,  and f ( z )  may be computed 
by interchanging summation and integration. It follows that 

where 
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Note: The convergence of the series (4) in D(a;r) is a consequence of 
the proof. We can also derive it from (5), since (5) shows that 

Integration over Paths 

Our first major objective in this chapter is the converse of Theorem 
10.6: Every f e H ( a )  is representable by power series in a. The quickest 
route to this is via Cauchy's theorem which leads to an important integral 
representation of holomorphic functions. In this section the required 
integration theory will be developed; we sha1h.keep it as simple as possible 
and shall regard it merely as a useful tool in the investigation of properties 
of holornorphic functions. 

10.8 Definitions If X is a topological space, a curve in X is a continuous 
mapping y of a compact interval [a,@] C R1 into X; here a < @. We call 
[a,@] the parameter interval of y and denote the range of y by y*. Thus y 
is a mapping, and y* is the set of all points y(t), for a 5 t 5 @. 

If the initial point y(a) of y coincides with its end point y(@), we call y 
a closed curce. 

A path is a piecewise continuously differentiable curve in the plane. 
More explicitly, a path with parameter interval [a,@] is a continuous 
complex function y on [a,@], such that the following holds: There are 
finitely many points sj, a = So < SI  < < s, = @, and the restriction 
of y to each interval [sj-17sj] has a continuous derivative on [sj-l,sj]; how- 
ever, a t  the points sl, . . . , sn-1 the left- and right-hand derivatives of 7 
may differ. 

A closed path is a closed curve which is also a path. 
Now suppose y is a path, and f is a continuous function on y*. The 

integral of f over y is defined as an integral over the parameter interval 
[a,@] of 7: 

Let p be a continuously differentiable one-to-one mapping of an interval 
[a1,@1] onto [a,@], such that cp(al) = a, cp(B1) = @, and put y: = y 0 p. 
Then is a path with parameter interval [al,@l]; the integral off over 
71 is 

so that our "reparametrization" has not changed the integral: 
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Whenever (2) holds for a pair of paths y and yl (and for a11 f )  , we shall 
regard y and yl as equivalent. 

I t  is convenient to be able to replace a path by an equivalent one, i.e., 
to choose parameter intervals a t  will. For instance, if the end point of 
yl coincides with the initial point of y2, we may locate their parameter 
intervals so that yl and y2 join to form one path y, with the property that 

for every continuous f on y* = yf u yz. 
However, suppose [0,1] is the parameter interval of a path y, and 

( t )  = ( 1  - t), 0 t 5 1 We call yl the path opposite to y, for the 
following reason: For any f continuous on y,* = T*, we have 

= - L l f ( ? ( 4 ) ~ ~ ( 4  d* 
so that 

From (1) we obtain the inequality 

where 11 f !loo is the maximum of I f [  on y * and the last integral in (5) is (by 
definition) the length of y. 

10.9 Special Cases 

(a) If a is a complex number and r > 0, the path defined by 

(1) y ( t ) = a + r e i t  ( O I t I h )  

is called the positively oriented circle with center a t  a and radius r; 
we have 

and the length of y is %r, as expected. 
(b) If a and b are complex numbers, the path y given by 

is the o ~ & ~ l e d  interval [a,b]; its length is Ib - al, and 
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we obtain an equivalent path, which we still denote by [a,b]. 
The path opposite to [a,b] i~ [b,a]. 

(c) Let (a,b,c) be an ordered triple of complex numbers, let 

be the triangle with vertices at  a, b, and c (A is the smallest con- 
vex set which contains a, b, and c), and define 

for any f cuntinuous on the boundary of A. We may regard (6) 
as the definition of its left side. Or we may regard dA as a path 
obtained by joining [a,b] to [b,c] to [c,a], as outlined in Definition 
10.8, in which case (6) is easily proved to be true. 

If (a,b,c) is permuted cyclically, we see from (6) that the left 
side of (6) is unaffected. If (a,b,c\ is replaced by f a,c,b] , then 
the left side of (6) changes sign. 

We now come to a theorem which plays a very important role in func- 
tion theory. 

10.10 Theorem Let y be a closed path, let St be the compkmerat of y* (relative 
to the plane), and &fine 

Therb Ind, is an integer-valued function on SZ which is constant in each 
component of Q and which is 0 in  the unbounded component of Q. 

We call Ind, (2) the index of z with respect to  y. Note that r* is 
compact, hence y* lies in a bounded disc D whose complement De is con- 
nected; thus DC lies in some component of Q. This shows that Q has 
precisely one unbounded component. 

PROOF Let [a,fl] be the parameter interval of y, fix c e Q, then 

Since a/% is an integer if and only if ew = 1, the fimt assertion of 
the theorem, namely, that Ind, (z) is an integer, is equivalent to the 
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assertion that p@) = 1, where 

Differentiation of (3) shows that 

except possibly on a finite set S where y is not differentiable* There- 
fore p/ (y - z) is a continuous function on [a,@] whose derivative is 
zero in [a,o] - 8. Since S is finite, p/(Y - Z) is constant on [a,fl]; 
and since q(a) = 1, we obtain 

We now use the assumption that 7 is a closed path, i.e., that 
T@) = ~ ( a )  ; (5) shows that q@) = 1, and this, as we observed above, 
implies that Ind, (z) is an integer. 

By Theorem 10.7, (1) shows that Ind, & H(0). The image of a 
connected set under a continuous mapping is connected ([26], The- 
orem 4.22)) and since Ind, is an integer-valued function, Ind, must 
be constant on each component of 0. 

Finally, (2) shows that (Ind, (z) 1 < 1 if (21 is sufficiently Iarge. 
This implies that Ind, (z) = 0 in the unbounded component of Q. 

Remark: If X(t) denotes the integral in (3), the preceding proof shows 
that 2r Ind, (2) is the net increase in the imaginary part of X(t), as t runs 
from a to @, and this is the same as the net increase of the argument of 
y(t) - z. (We have not defined "argument" and will have no need for 
it.) If we divide this increase by %, we obtain "the number of times 
that 7 winds around 2,'' and this explains why the term "winding number" 
is frequently used for the index. One virtue of the preceding proof is that 
it establishes the main properties of the index without any reference to the 
(multiple-valued) argument of a complex number. 

10.11 Theurem If y is the positively orienled circle with center at a and 
radius r, then 

PROOF We take y as in Sec. 10.9(a). By Theorem 10.10, it is 
enough to compute In& (a), and 10.9(2) shows that this equals 
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The Cauchy Theorem 

There are several forms of Gauchy's theorem. They aH assert t.hat if 
y is a closed path in Q, and if y and O satisfy certain topological conditions, 
then the integral of every f e H ( 0 )  over y is 0. Wershafl fmt derive a 
simple version of this (Theorem 10.14) which is quite sufficient for many 
applications. A more general form will be established later, with the aid 
of Runge's theorem on approximation by rational functions. 

10.12 Theorem Suppose F t H(O) and F' is m t i n w u s  in a. Then 

for every dosed path y in O. 

PROOF If [a,@] is the parameter interval of y, the fundamental 
theorem of calculus shows that 

since r@) = y(a). 

Corollary Since zn is the derivative of zn+'/in + 1)  for all integers 7~ # - 1, 
we have 

for every closed pulh y i f n  = 0,1 ,2 ,  . . . , andfor those chsed @hsy  for 
which 0 $ y* if n = -2, -3, -4, . . . . 

The case n = -1 was dealt with in Theorem 10.10. 

10.13 Cauchy's Theorem for a Triangle Suppose A i a  a closed triangle 
in a plane open set 0, p t: O, f is continuom on O, and f t H(Q - { p ]  ) . Then 

For the definition of dA we refer to Sec. 10.9(c). We shall see later that 
our hypothesis actually implies that f e H(Q), i.e,, that the exceptional 
point p is not really exceptional. However, the above formuIation of the 
theorem will be useful in the proof of the Cauchy formula. 

PROOF We assume first that p $ A. h t  a, b, and e be the vertices of 
A, let a', b', and c' be the midpoints of [b,c], [c,a], and [a,bJ, respectively, 
and consider the four triangles Aj formed by the ordered triples 
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If J  is the value of the integral (I), it follows frnm 10.9(6) that 

The absolute value of at  least one of the integrals on the right of (3) 
is therefore a t  least ) J / 4 ( .  Call the corresponding triangle A1, repeat 
the argument with A1 in place of A, and so forth. This generates a 
sequence of triangles A, such that A 3 AI 3 A2 3 , such tohat 
the length of dAn is 2-"L, if L is the length of aA, and such that 

There is a (unique) point zo which the triangles A, have in common. 
Since A is compact, zo E A, SO f is differentiable a t  zo. 

Let e > 0 be given. There exists an r > 0 such that 

whenever 1% - 201 < r, and there exists an n such that 12 - xol < r 
for all z  e A,. For this n we also have lz - zo[ 5 2-"L for all z e A,. 
By the Corollary to Theorem 10.12, 

so that (5) implies 

and now (4) shows that IJ( < ELZ. Hence J  = 0 if p # A. 
Assume next that p is a vertex of A, say p = a .  If a ,  b, and c art: 

collinear, then (I) is trivial, for any continuous f .  If not, choose 
points x e [a,b] and y e [a,c], both close to a ,  and observe that the 
integral off over aA is the sum of the integrals over the boundaries 
of the triangles f a ,x , y ] ,  {x,b,y  f , and (b,c,y 1 .  The last two of these 
are 0, since these triangles do not contain p. Hence the integral 
over aA is the sum of the integrals over [a,x]? fx,y], and [ y , a ] ,  and since 
these intervals can be made arbitrarily short and f is bounded on A, 
we again obtain (1). 

F i d y ,  if p is an arbitrary point of A, apply the preceding result to 
{ a , b , p ] ,  { b , c , p ] ,  and fc,a,pf to complete the proof. 

10.14 Cauchy'a Theorem in a Convex Set Suppose 0 i s  a convex open set, 
p e a ,  f iscontinuous on8, a d f  e H(a - ( p i ) .  Then 

for every c2osed pa$h 7 in a. 
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PROOF Fix a e Q. Since 8 is convex, 8 contains the straight line 
interval from a to z for every z e a, so we can define 

For any z and zc r 8 ,  the triangle with vertices a t  a, zo, and z lies in 8 ;  
hence F(z) - F(z0) is the integral of f over [zo,z], by Theorem 10.W. 
Fixing zo, we thus obtain 

if z # zo. Given e > 0 ,  the continuity off at  zo shows that there is a 
8 > Oduch that 1 f(4) - f (zo) 1 < E if I t - zol < 8 ;  hence the absolute 
value of the left side of (3)  is less than E as soon as I Z  - zO1 < 6, This 
proves that f = F', and the desired result follows from Theorem 10.12. 

10.15 Cauchy's Formula in a Convex Set Suppose y i s  ta c h e d  path in  
taconvaopensetQ,acandfeH(8). I f z s 8 a n d z + ! r * , t h e n  

1 f ( € )  f (z)  Ind7 (z) = d [ .  - 2 

The case of greatest interest is, of course, Ind, (z)  = 1. 

PROOF Fix z SO that the above conditions hold, and define 

Then g satisfies the hypotheses of Theorem 10.14. Hence 

If we substitute (2) into (3) we obtain (1). 

The theorem concerning the representability of holomorphic functions 
by power aeries is an easy consequence of Theorem 10.15, if we take a 
circle for y : 

10.16 Theorem For euery open set Q in the plane, every f e H(Q) is r e p  
resentable by  pmer series in St. 

PROOF Suppose f r H(8) and D(a;R) C 0. If 7 is a positively ori- 
ented circle with center a t  a  and radius r < R, the convexity of 
D ( a 3 )  allows us to apply Theorem 10.15; by Theorem 10.11, we 
obtain 
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But now we can apply Theorem 10.7, with X = [0,2r], p = y,  and 
dp(t) = f(y(t))yt(t) dt) and we conclude that there is a sequence {c,) 
such that 

The uniqueness of { c n ]  (see the Corollary to Theorem 10.6) shows 
that the same power series is obtained for every r < R (as long as a 
is fixed). Hence the representation (2) is valid for every z & D(a;R), 
and the proof is complete. 

Corollary If f e H (a), then f' E H (Q). 

PROOF Combine Theorems 10.6 and 10.16. 

The Cauchy theorem has a useful converse: 

10.17 Morera's Theorem .suppose f is a continuous complex fundion in 
an open set SZ such that 

for every closed triangle A C Q. Then f E H (Q). 

PROOF Let V be a convex open set in Q. As in the proof of Theorem 
10.14, we can construct F E H (V) such that F' = f. Since derivatives 
of holomorphic functions are holomorphic (Theorem 10.16), we have 
f E H (V), for every convex open V C a, hence f e H (0). 

The Power Series Representation 

The fact that every holornorphic function is locally the sum of a con- 
vergent power series has a large number of interesting consequences. A 
few of these are developed in this section. 

10.18 Theorem Suppose Q is a region, f r H (a), and 

Then either Z(f) = 0, or Z(f) has no limit point in Q. In the latter case 
there comesponds to each a e Z(f) a unique positive integer m = m(a) such 
that 

where g E H (0) cxnd g(a) # 0; furthermore, ZGf) is at most countable. 

(We recall that regions are connected open sets.) 
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The integer m is called the order of the zero which f has at the point a. 
Clearly, Z ( f )  = Q if and only if f is identically 0 in a. We call Zdf) the 
zero set off. Analogous results hold of course for the set of a-points off, 
i.e., the zero set off - a, where a is any complex number. 

PROOF Let A be the set of all limit points of Z ( f )  in Q. Since f is 
continuous, A C Z(f). 

Fix a e Z(f), and choose r > 0 so that D(a;r) C Q. By Theorem 
10.16, 

There are now two possibilities. Either all c, are 0, in which case 
D(a;r) C A and a is an interior point of A, or there is a smallest 
integer m [necessarily positive, since !(a) = 0] such that c,  # 0. In 
that case, define 

~ ( 4  = (I: -a>"f (z )  ( z e Q - [ a l ) ,  
(2 = a). 

Then (2) holds. It is clear that g e  H(Q - { a ) ) .  But (3) implies 

Hence g e H(D(a ;r)), SO actually g e H (Q). 
Moreover, g(a) # 0, and the continuity of g shows that there is a 

neighborhood of a in which Q has no zero. Thus a is an isolated 
point of 2 0 ,  by (2). 

If a e A, the first case must therefore occur. So A is open. If 
B = Q - A, it is clear from the definition of A as a set of limit points 
that B is open. Thus Q is the union of the disjoint open sets A and 
B; and since Q is connected, we have either A = 0 ,  in which case 
Z ( f )  = 3, or A = @. I n  the latter case, Z ( f )  has a t  most finitely 
many points in each compact subset of Q, and since Q is U-compact, 
Z(f) is a t  most countable. 

Corollary If f and 9 are holomorphic functions in a region Q and if 
f (z)  = g (2) for aU z in some sel which has a limit point in Q, then f (z )  = g (z)  
for dl z e 0. 

In other words, a holomorphic function in a region 8 is determined by 
its values on any set which has a limit point in Q. This is an important 
uniqueness theorem. 

Note: The theorem fails if we drop the assumption that is connected: 
if Q = QO u 01, and QO and Ql are disjoint open sets, put f = 0 in Qo and 
f = 1 h Q l .  
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10.19 Definition If a E fl and f E H ( n  - { a ) ) ,  then f is said to have an 
isolakd singularity at the point a. I f  f can be so defined at  a that the 
extended function is holomorphic in Q, the singularity is said to be 
remowable. 

10.20 Theorem Suppose f e H (n - { a ) )  and f i s  bounded in D'(a;r), for 
s m  r > 0. Then f h a removable singularity d a. 

Recall that D'(a;r) = ( 2 :  0 < lz - a1 < r ] ,  

PROOF Define h(a) = 0, and h(z) = ( z  - a)y ( z )  in - { a ) .  Our 
boundedness assumption shows that hr(a) = 0. Since h is evidently 
differentiable a t  every other point of Q, we have h E H ( n ) ,  so 

We obtain the desired holomorphic extension off by setting f (a) = c2, 
for then 

ID 

f ( z ) =  2 cn+2(z--a)' ( z sD(a;r ) ) .  
n -0  

10.21 Theorem If a E and f E H(Cl - ( a  J ), then one of the following three 
cases m~dst occur: 

(a) f has a removable singularity at a. 
(b) There are compkx numbers cl, . . . , c,, where m i s  a positive 

integer and c, # 0, such that 

has a remov~ble singularity at a. 
(c) If r > 0 and D(a;r) C n, then f (D'(a;r)) is  dense in the plane. 

In case (b), f is said to have a pole of order m at a. The function 

a poIynomia1 in (z - a)-', is called the principal part of f at  a. It is 
clear in this situation that ) f ( z ) )  + 00 as z -+ a. 

In case (e), f is said to have an essential singularity at a. A statement 
equivalent to (c) is that to each complex number w there corresponds a 
sequence ( 2 ,  j such that z, + a and f (2,) -, w as n + m . 
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PROOF Suppose (c) fails. Then there exist r > 0, 6 > 0, and a 
complex number w such that If(z) - wl > 6 in D'(a;r). Let us 
write D for D(a;r)  and D' for D'(a;r).  Define 

1 
= f ( 2 )  - 

( Z  E D'). 

Then g e H ( D f )  and Igl < 1 / 6 .  By Theorem 10.20, g extends to a 
holomorphic function in D. 

If g(a) # 0, (1)  shows that f is bo*unded in D'(U;P)  for some p > 0. 
Hence ( a )  holds, by Theorem 10.20.* 

If g has a zero of order m 2 1 at a ,  Theorem 10.18 shows that 

where g ,  E H ( D )  and gl(a) # 0. Also, g l  has no zero in D', by ( 1 ) .  
Put h = l /g l  in D.  Then h E H ( D ) ,  h has no zero in D ,  and 

(3) f(2) - w = ( Z  - ~ ) - ~ h  (2)  (Z E D') , 

But h has an expansion of the form 

with bo # 0. Now (3) shows that (b) holds, with c k  = b,+ 
k = l , .  . . I me 

This completes the proof. 

We shall now exploit the fact that the restriction of a power series 
2cn(z - a)n to a circle with center at  a is a trigonometric series. 

10.22 Theorem If 

and if 0 < r < R, then 

aRooF We have 
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For r < R, the series (3) converges unifomIy on [-?r,al. Hence 

and (2)  is seen to be a special case of Parseval's formula. 

Here are some consequences: 

10.23 Liouville'e Theorem Every bounded entire function i s  constant. 

RecaIl that a function is entire if it is holomorphic in the whole plane. 

PROOF Suppose f is entire, ( f  (2) ( < M for all z, and f (z)  = &zn for 
all z. By Theorem 10.22, 

for dl r ,  which is possible only if c, = 0 for all n 2 1. 

10.24 The Maximum Modulus Theorem Suppose Q is  a region, f e H(Q), 
and a E a. Then either f is  constant in Q, or each neighborhood of a contains 
a point b such that [ f (a)  1 < If (b) 1 .  

In other words, either f is constant or 1 f [ has no local maximum at any 
point of Q. 

PROOF Assume there exists an R > 0 such that D(a;R)  C Q and 
such thah If ( z )  1 < ] f (a )  1 for all z E D(a;R) .  Theorem 10.22, applied 
to the expansion 

shows for every r < R that 

Hence cl = cz = GI = = 0, f (2) = f ( a )  in D(a;R),  and since Q 
is connected, f is constant in 0, by Theorem 10.18. 

10.25 Theorem (Cauchy9s Estimates) If  f E H(D(a;R) )  and If (z)l -< M 
for all z E D(a;R) ,  then 

PROOF For each r < R, each term of the series 10.22 (2) is bounded 
above by M2. 
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If we take a = 0, R = 1, and f (z) = zn, then M = 1, fn)(0) = n!, and 
we see that (1) cannot be improved. 

10.26 Definition A sequence ( f , ]  of functions in Q is said to converge to f 
uniformly on conrpact mbsels of n if to every compact K C Q and to every 
e > 0 there corresponds an N = N(K,e) such that If&) - f(z)l < e for 
all z E K if j > N. 

For instance, the sequence ( z m ]  converges to 0 uniformly on compact 
subsets of D(0;1), but the convergence is not uniform in D(0;I). 

It is uniform convergence on compact subsets which arises most nat- 
urally in connection with limit operations on holomorphic functions. The 
term "almost uniform convergence" is sometinies used for this concept. 

10.27 Theorem Suppose f j  e H(it), for j = 1, 2, 3, . . . , andfi + f uni- 
formly on compact subsets of Q. Then f E H (it), and f + f' uniformly on 
compact subsets of it. 

PROOF Since the convergence is uniform on each compact disc in Q, 
f is continuous. Let A be a triangle in it. Then A is compact, so 

by Cauchy's theorem. Hence &lorera's theorem implies that f E H(S1). 
Let K be compact, K C Q. There exists an r > 0 such that the 

union E of the closed discs D(z;r), for all z E K, is a compact subset of 
n. Applying Theorerp 10.25 to f - fjj we have 

where 1 1  f l 1  denotes the supremum of If 1 on E. Since f j  -$ f uniformly 
on E,  it follows that f i  --, f' uniformly on K. 

Corollary Under the same hypothesis, fj(") + f(?&) uniformly, as j + a , on 
ever9 compact set K C a. 

Compare this with the situation on the real line, where sequences of 
infinitely differentiable functions can converge unifornlly to nowhere 
differentiable functions ! 

The Open Mapping Theorem 

If it is a region and f E H (a), then f (Q) is either a region or a point. 

This will be proved, in more detailed form, in Theorem 10.32. The 
proof will depend on facts about the index, on Cauchy's theorem, and on 
the notion of residue: 
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10.28 Definition Suppose a E a, f E H ( Q  - ( a ] ) ,  and f has a pole at a, 
with principal part 

as defined in Theorem 10.21. We call the number cl the residue off at a: 

(2) cl = Res (f ;a). 

10.29 Theorem Suppose fl is a convex region, alp . . . , a,  are distinct 
points i n  a, f is holornorphic in R - ( ( a l \  u . u { a , ] ) ,  and f has apo2e 
at each of the points ak ( 1  5 k _< n). If y is  a closed path in Q such that 
ak # y *  (k = 1, . , . , n), then 

mooe Let Qk be the principal part off at ak. Since 

has only removable singularities in a, Cauchy's theorem (Theorem 
10.14) shows that the integral in (1) is the same as the integral of 
Q1 + - - + Q, over y. This latter integral is equal to the right 
side of (I), by the Corollary to Theorem 10.12. 

A more general version of this so-called "residue theorem" (for non- 
convex regions) will be derived in Chap. 13. 

10.30 Theorem Suppose f E H ( 0 )  and f has a zero of order m at a p o d  
a E 0. Then f'/f has a simple pole at a ,  and 

Res ($;a) = rn. 

Iff has a pole of order m at a, and f E H(a - ( a ) ) ,  then 

PROOF I f f  has a zero of order rn at a,  then 

where g E H (Q), g(a) # 0. For z # a,  
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Since g(a) # 0, l / g  is holomorphic in a neighborhood of a. Hence 
the principal part of f ' / f  a t  a is m(z - a)-'. This proves (1). The 
proof of (2) is analogous. 

10.31 Theorem Suppose f e H ( Q ) ,  y is a positively o r h t e d  drck  in 8 
whose interior D also lies in Q, and T is the puth de$ned by 

where [O,2?r] ak the parameter interval of 7. Fix w so that w # T*. Then the 
number of zeros o f f  - w in D (counted according to their multiplicities) i s  
equal to Indr  (w). 

To count the zeros of a function according to their multiplicities means 
that a zero of order m, say, is counted as m zeros. 

PROOF The number of zeros off - w in D is equal to the sum of the 
residues off / ( f  - w) in D, by Theorem 10.30, and since r* lies in a 
convex subregion of 0, Theorem 10.29 shows that this sum is equal to 

1 zr r y t )  =- /  = Indr (w).  
zlri o r(t) - W  

10.32 The Open Mapping Theorem Suppose i s  a region, f E H(Q), f i s  
not cmslant, zo e Q, and wo = f (20). Let m be the order of the zero which the 
function f - wo has at 20. 

Then there exist open sets V and W such that zo e V C Q, W = f (V),  and 
for each w E W - {wo] there are exactly m distinct points z e V at which 
f(2) = w. 

It follows that each wo e f (a) is an interior point of f (a) ,  hence f (a) is 
open. (Exercise 17, Chap. 13, gives a more precise statement.) 

PROOF Since f is not constant, f' is not identically 0. Hence zo is 
not a limit of zeros of f - wo, nor is zo a limit point of zeros off'. 
Hence there exists an r > 0 such that D(z0;2r) C and such that 
neither f - wo nor f' has a zero in D'(zo;2r). Let y be the positively 
oriented cirde with center at zo and radius r, and put T = f 0 y, as 
in Theorem 10.31. Then wo # T*. Let W be that component of the 
complement of T* which contains wo, and put 

Since W is open, the continuity off shows that V is open. 
By Theorem 10.31, Indr (WO)  = m. Since Indr is constant in W 

(Theorem 10.10), we can use Theorem 10.31 again to conclude that 
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the function f - w has exactly m zeros in D(xo;r) (hence in V) for 
each w E W. Since f' has no zero in D'(zo;r), these zeros of f - w 
must a11 be distinct if w # W O ,  for iff - w had a zero of order k > 1 
at some point, then f' would have a zero of order 36 - 1 at  that point. 
This completes the proof. 

10.33 Let us restate Theorem 10.32: I f  20 E R, f E H(!2), and f - wo has a 
zero of order m 2 1 at 20, then there are neighborhoods V of zo and W of wo 
such that f i s  an  exactly m-to-1 mapping of V - f zo] onto W - {wo}. 

It is clear that the maximum modulus theorem is a corollary of this, 
and so is the following analogue: 

I f f  E H(R), where !2 is  a region, then neither the real part o f f  nor the 
imaginary part of f can have a local maximum or minimum, unless f i s  
constant. 

The case m = 1 in Theorem 10.32 is of particular interest: 

10.34 Theorem 8uppose !2 is a region, f e H(IZ), 20 E !2, f(zO) = WO, 

P(x0) # 0. Then dhere exist neighborhoods V and W of zo and w o  such thd 
f is  a one-to-one mapping of V onto W .  If g is  defined in W by  

then g E H(W). 
In other words, f has a holomorphic inverse in W. 

PROOF The only assertion which is not already contained in Theorem 
10.32 is the claim that g is holomorphic in W. Fix wl e W; then 
f(xl) = wl for a unique zl E V .  If w E W and g(w) = Z? we have 

Sincc f is an open mapping, g is continuous; hence x + 21 if w + wl. 
Also,f'(xl) # 0 since f is one-to-one in a neighborhood of 21 (Theorem 
10.32). If we let w + wl, (2) now shows that g'(w1) = l/ft(zl). So 
g is differentiable at every point of W, and the proof is complete. 

We already know that Ind, (z), for z +i y*, is unchanged if y is fixed 
and z is varied slightly. But we can also fix x and vary y. Our next 
theorem deals with this situation; it leads to Rouchh's theorem, which 
enables us to estimate the number of zeros of one holomorphic function in 
a disc if we know how many zeros some "nearby" function has. 

10.35 Theorem Suppose yr and y2 are closed paths with parameter interval 
[a,B], and suppose that 
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Then 

PROOF Note first that (1) implies that 0 # yf and 0 @ y:. Put 
~ ( t )  = ~z(t) /~r( t ) .  Then 

I r:' r/r x=--- 
Y Ys Y r  

and (1) shows that 

Thus y * C D(l ;I), hence 0 lies in the unbounded component of the 
complement of r*, so Ind, (0) = 0. Now integration of (3) over 
[a,@] givw (2) 

10.36 RauJI1'e Theorem Suppose f e H(Q), g e H(Q), ~ ( a ; r )  C 4 and 

Then f and g have the same number of zeros in D(a;r) (if they are counted 
according to their multiplicities). 

PROOF Let y be the positiveIy oriented circle with center at a and 
radius r.  Put 71 = f o y and y2  = g o  y, and let N1 and N2 be the 
number of zeros off and g in D(a;r). By Theorems 10.31 and 10.35, 

F0.37 An Application If n .is a positive integer and 

where ao, . . . , an-I are complex numbers, then 61 has precisely n zeros in 
the plane. 

Of course, these zeros are counted according to their multiplicities. 
This theorem contains the fact that the complex field is aIgebraicalIy 
closed, i.e., that every nonconstant polynomial with complex coefficients 
has a t  least one complex zero. This can also be derived as a corollary of 
Liouville's theorem. (Apply Liouville's theorem to llg.) 

PROOF h t  f(z) = zn. If r > 1 and r > lao( + - + Ia,-11, and 
if 1x1 = r, then 

Hence f and g have the same number of zeros in D(0 ;r) , by RouchB's 
theorem; and since f has n zeros, the proof is complete. 
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Exercises 

1 The following fact was tacitly used in this chapter: If A and B 
are disjoint subsets of the plane, if A is compact and if B is closed, 
then there exists a 6 > 0 such that la - @I 2 6 for all a E A 
and 6 e B. Prove this, with an arbitrary metric space in place 
of the plane. 

2 Suppose P and Q are polynomials, the degree of Q exceeds that 
of P by a t  least 2, and the rational function R = P / Q  has no pole 
on the real axis, Prove that the integral of R over (- a, 0 3 )  is 
2 ~ i  times the sum of the residues of R in the upper half plane. 
[Replace the integral over (- A,A) by one over a suitable semi- 
circle, and apply the residue theorem.] What is the analogous 
statement for the lower half plane? Use this method to compute 

3 Compute $2 e*&/(l + x2) dx for real t, by the method described 
in Exercise 2. Check your answer against the inversion theorem 
for Fourier transforms. 

4 Let r be the positively oriented unit circle, and compute 

5 Suppose a is a complex number, [a1 # 1, m d  compute 

by integrating ( z  - a)-l(z - l/a)-I over the unit circle. 
6 Suppose f E H(Q,  b(a;r) C O, y is the positively oriented circle 

with center at  a and radius r, and f has no zero on y*. For p = 0, 
the integral 

is equal to the number of zeros off in D(a;r)). What is the value 
of this integraI (in terms of the zeros off)  for p = 1, 2, 3, . . .? 
What is the answer if z~ is replaced by any Q e H(Q)? 

7 Consider a polynomial in two variables with complex coefficients 
P(z,w). Suppose wo is chosen so that all zeros of P(z,wo) are 
distinct. Use Rouch6's theorem to prove that this property 
holds for all w in some neighborhood of wo. Can you generalize 
this, from polynomials to other functions? 
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8 Suppose SZ is a region, f, c H(52) for n = 1, 2, 3, . . . , none of 
the functionsf, has a zero in Q, and if, f converges to f uniformly 
on compact subsets of O. Prove that either f has no zero in SZ 
or f (2) = 0 for all z e SZ. 

9 Suppose Pn (2) = 1 + ~ / l  ! + . . + zn/n !, Q, (z) = P, (z) - 1, 
where n = 1, 2, 3, . . . . What can you say about the location 
of the zeros of P,  and Q, for large n? Be as specific as you can. 

10 Suppose f and g are entire functions, and I f(z) I < Ig(z) I for every 
z. What conclusion can you draw? 

11 Suppose f is an entire function, and 

for all z, where A, B, and k are positive numbers. Prove that f 
must be a polynomial. 

12 Suppose f r H(52), O contains the closed unit disc, and I f(z) 1 < 1 
if Izl = 1. How many fixed points must f have in the disc? 
That is, how many solutions does the equation f(z) = z have 
there? 

13 Suppose f r H(SZ), O contains the closed unit disc, lf(z)l > 2 if 
(zJ = 1, and f(0) = 1. Must f have a zero in the unit disc? 

14 Suppose 52 is a region, cp e H(Q), P' has no zero in SZ, f r H(cp(G)), 
g = f 0 cp, zo e 0, and wo = p(zO). Prove that if f has a zero of 
order m at wo, then g also has a zero of order nz. at zo. How is 
this modified i f  cp' has a zero of order k a t  zo? 

15 Suppose p is a complex measure on a measure space X, SZ is an open 
set in the plane, cp is a bounded function on O X X such that 
cp(z,t) is a measurable function of 1, for each z e 52, and cp(z,t) is 
holomorphic in $2, for each t e X. Define 

for z r O. Prove that f E H(S2). Hint: Show that to every com- 
pact K C SZ there corresponds a constant M < such that 

I '(Z'tL - I < M (Z and zo E K, t e X ) .  - zo 

16 Use Exercise 15 to determine the regions in which the tollowing 
functions are defined and holomorphic : 

1 dl , t l  e tz 
f o  = jO mJ d z )  = d4 h b )  = dl. 

17 Suppose { f , f  is a uniformly bounded sequence of holomorphic 
functions in 9 such that {f,,(z) J converges for every z E 52. Prove 
that the convergence is uniform on every compact subset of 9. 
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Hint: Apply the dominated convergence theorem to the Cauchy 
formula for f, - f,. 

18 Suppose f c H(U), where U is the open unit disc, f is one-to-one 
in U, 0 = f (U), and f(z) = Zc,zn. Prove that the area of 0 is 

Hint: The! Jacobian off is 1 $'I2. 
19 There is a region S2 such that exp (0) = D(1;l). Show that exp 

is one-to-one in S2, but that there are many such S2. Fix one, and 
define log z, for lz - 11 < 1, to be that w E 0 for which em = z. 
Prove that log' (z) = l/r. Find the coefficients a, in 

and hence find the coefficients c, in the expansion 

log z = C G(Z - I).. 
n - G  

In  what other discs can this be done? 
20 Suppose Dl and Q2 are plane regions, f and g are nonconstant 

complex functions defined in 01 and 02, respectively, and f (01) C 02. 
Put h = g 0 f. Iff and g are holomorphic, we know that h is 
holomorphic. Suppose we know that f and h are holomorphic. 
Can we conclude anything about g? What if we know that g 
and h are holomorphic? 

21 Suppose f c H( U), g E H( U), and neither f nor g has a zero in 
U. If 

find another simple relation between f and g. 
22 Compute 

[For even n, the method of Exercise 2 can be used. However, a 
different path can be chosen which simplifies the computation 
and which also works for odd n: from 0 to R to R exp (2ri/n) to 0.1 
Answer: (r/n)/ sin (?r/n), 
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The Cauchy-Riemann Equations 

11.1 The Operators 4 and 8 Suppose f is a complex function defined in a 
plane open set 52. Regard f as a transformation which maps 0 into R2,  
and assume that f has a differentid at some point 20 E 9, in the sense of 
Definition 8.23, For simplicity, suppose 20 = flzo) = 0. Our differenti- 
ability assumption is then equivalent to the existence of two complex 
numbers a and P (the partial derivatives off with respect to x and ?j at  
20 = 0) such that 

where ll(z) -+ O as z -+ 0. 
Since 22 = z + and 2iy = z - t, (1) can be rewritten in the form 

This suggests the introduction of the differential operators 

Now (2) becomes 

For real z, B/z = I ;  for pure imaginary z, S/z = -1. Hence j(z)/z 
has a limit a t  0 if and only if (df)(O) = 0, and we obtain the following 
characterization of holomorphic functions: 

11.2 Theorem Suppose f is a complex function in 52 which has a digeren- 
tial at every point of Q. Then  f r H ( Q )  if and only if the Cauchy-Riemann 
equation 
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holds for every z E 0. In that case we have 

Iff = u + iv ,  u and u real, ( 1 )  splits into the pair of equations 

where the subscripts refer to partial differentiation with respect to the 
indicated variable. These are the Cauchy-Riernann equations which must 
be satisfied by the real and imaginary parts of a holomorphic function. 

11.3 The Laplacian Iff has continuous second-order partial derivatives, 
then fiy = f,,, and therefore 

This is the Laplacian off. The harmonic functims in an open set t2 are 
those which satisfy the Laplace equation 

at every point of 52. It is clear from (1) that the Laplacian of a real 
function is real. Hence a conzplex function is  harmonic in Q i f  and only 
if both its real part and i t s  imaginary part are harmonic in  Q. 

If f is holomorphic, then 8.f = 0, f has continuous derivatives of all 
orders, and therefore (1) shows : 

11.4 Theorem Holomorphzc functions are harmonic. 

We shall now turn our attention to an integral representation of har- 
monic functious which is closely related to the Cauchy formula for 
holomorphic functions. I t  will show, among other things, that every 
real harmonic furlction is locally the real part of a holomorphic function, 
and it will yield information about the boundary behavior of certain 
classes of holornorphic functions in open discs, 

The Poisson Integral 

11.5 The Poiskon Kernel This is the function 
m 

(1) pr(t)  = 2 ?*bleint (0 < T < 1 ,  t real). 
- w  

We may regard P,( t )  as a function of two variables r and t or as a fanlily 
of functions of t ,  indexed by r.  

If z = rei8 (0 5 r < 1, 8 reaJ), a simple calculation, made in Sec. 5.24, 
shows that 

(2) 
1 - r2 

P.(O - t )  = Re [%I = 
1 - 2r cos ( 8  - t )  + r2' 
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From ( 1 )  we see that 

Prom (2) it follows that P,(t) > 0,  P,(t) = Pr(-t) ,  that 

and that 

(5) lim P,(6) = 0 (0 < 6 I r ) .  
f-l 

11.6 Notation From now on, U will denote the open unit disc, i.e., 
U = D(O;l), and T will be the unit circle, the boundary of U in the com- 
plex plane. 

Iff is a function on T and p is a measure on T it will often be desirable 
to write 

in place of ST f  dp, where a is a conveniently chosen real number. The 
integration in ( 1 )  is understood to be over the half-open interval 

Of course, a literal interpretation of ( 1 )  makes no sense; f  and p are defined 
on T ,  not on an interval of the real axis. However, i f f  and p are defined 
on T ,  and i f  we define 

(2) j(O = f (e9, P(E) = p(a(E)), 
for a t < a + %, E C [a, a + 2r) where ~ ( t )  = ea, then it is true that 

The notation ( 1 )  thus amounts to an identification of ,f with f  and ji with 
p and should cause no confusion. 

The reason for preferring ( 1 )  to J T f  dp  is simply that it is easier to 
manipulate the integrals in the form (1). 

We shall also continue to identify the spaces L P ( T )  and C(T) with the 
related spaces of %periodic functions on Rf, as in Sec. 4.23. 

11.7 The Poisson Integral Iff E L1(T) and 

the function F so defined in U is called the P&m inkgrid off; we shall 
sometimes abbreviate the relation ( 1 )  to 

(2) F = PV]. 



The Poisson integrd F = P[dp] of a complex Borel measure p on T is 
defined analogously by 

If we associate with each f E L1(T) its indefinite integral p (E) = $B f (t) dt, 
we see that the functions F of the form (1) form a subclass of those defined 
by (3). 

I f  p is real, formula 11.5(2) shows that P[dp] is the real part of 

But (4) defines a holomorphic function in U, by Theorem 10.7. Hence 
P[dp] is a harmonic function. Since linear combinations (with constant 
coefficients) of harmonic functions are harmonic, we have proved the 
following : 

11.8 Theorem For every complex Borel measure p an T i t s  Poisson i&gral 
P[dp] is a harmonic function in U. Hence P[fl is harmmz'c i n  U for 
every f E L1(T).  

Our next concern will be the behavior of P[dp](rei4), for fixed 8, a9 
r + 1. In  other words, we are going to study the radial limits (if they 
exist) of Poisson integrals of measures. The following lemma contains 
the computational part of this investigation. 

11.9 Lemma Suppoa p is a real Borel measure on T,  fi 8, put 

so &at J(#;s) is  the open circular arc of length 2s with center at eie, and 
assume there exists a 6 ,  0 < 6 < r ,  and a real number,A such thd 

(2) p(J(e;s))<2sA i f O < s < 6 .  

If F = P[dp], these conditions imply that 

where IIp 1 1  = I p I ( T )  is the total variation of p. 

PROOF We have 

Split the integrd into two parts. I f  6 < (8  - t[  5 r, then 

Pr(@ -- 8)  I Pr(6), 
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and therefore the integral over this range is not larger than the last 
term of (3). The remaining integral over 1 ( 6 )  = ( 8  - 6 ,  19 + 6 )  can 
be estimated by an integration by parts, using Fubini's theorem. 
We integrate 

(the differentiation is with respect to s) over the triangle 

and obtain 

The Ieft side of (7) was obtained by first integrating with respect to 1 ;  
on the right the s-integration came first. Since p(I(s)) < ZsA, by 
assumption (note that we have identified p and ji, as in Sec. 11.6), 
and since P:(s) < 0 on (0,r)  [this follows from the inequality 11.5 (4)], 
we conclude from (7) that 

< 2A[6Pr(6) - l6 o sP:(s) ds] 

= 2 A  P,(s) ds < 2 A  P,(s) ds = ZrA, 
0 

and this gives (3). 

11.10 Theorem Suppose p i s  a real Bore2 measure on T ,  J(8;s) i s  as in 
Lemma 11.9, define 

( ~ p )  (9) = lim sup P ( J ( ~ ; s ) )  > 
-0 2s 

and deJine(DP)(8) and (QP)(9)  analogously, with Iim and lim inf in place 
of lim sup. Put 

(3) (&) (8) 5 lim inf F (rei8) 5 Iirn sup F (reM) 5 (&) ( 9 )  
-1  r-rl 

for every 9, and 

Iim F(reie) = (DP)(9) 
r-r 1 

exists a d  i s  jnite for almost all 9 (&th respect to Lebesgue measure). 
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PROOF Fix 8, and suppose A > (DP) (8). Then there exists a 6 > 0 
so that the hypotheses of Lemma 11.9 hold. As r -+ 1, Pr(6) 4 0, 
and so the last inequality in (3) follows from Lemma 11.9. The first 
inequality in (3) now follows if we apply the last one to -p in place 
of p, and (4) is a consequence of the one-dimensional case of Theo- 
rem 8.6. 

Corollary Iff E D(T) and F = P[f], then 

This follows from (4) since f is almost everywhere equal to the derivativo 
of its indefinite integral. 

If we take f continuous we get an even stronger result : 

11.11 Theorem Suppose f E C(T), F = P[f], and 

Then u is a continuous function on the closed unit disc 0. 
PROOF F is harmonic in U ,  hence continuous in U, so the continuity 
of u on 0 will follow if we can show that to every r > 0 there exists 
an ro < 1 such that 

This is most easily proved by an  elementary argument almost identi- 
cal to the one used in Sec. 4.24. But we can also obtain (2) as a 
consequence of Lemma 11.9. 

Assume f is real. (The complex case then follows trivially.) For 
any Bore1 set E C T, define W ( E )  = J j. Fix r > 0. The uniform 
continuity off  shows that there exists a 6 > 0 such that 

for all 8 and for 0 < s < 6. Hence Lemma 11.9 applies, with 
A = f(ei@) + r, and the conclusion of the lemma, combined with the 
analogous estimate from below, shows that 

for 0 5 r < 1. Since P,(6) -+ 0 as r-+ 1, (4) shows that (2) holds 
if ro is close enough to 1. 

Now suppose ro < r 5 1 and (a - P [  < 6, where 8 is so chosen 
that If(eia) - f(e*)1 < s. By ( Z ) ,  lu(eia) - u(re*)I < 2r. Hence 
u E C(17). 
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Note: This theorem provides the solution of a boundary value problem 
(the Dirichlet problem): a continuous function f is given on T and it is 
required to find a harmonic function F in U "whose boundary values 
are f." The theorem exhibits a solution, by means of the Poisson integral 
of f, and it states the relation between f and F more precisely. The 
uniqueness theorem which corresponds to this existence theorem is con- 
tained in the following result. 

11.12 Theorem Suppose u is  a continuous red function on the closed unit 
disc b, and suppose u is harmonic in U.  T h  (in U )  u is the Poisson 
integral of its restriction to T, and u is  the real part of the holomorphic 
fmctim 

PROOF Theorem 10.7 shows that f r H(U). If u, = Ref, then (1) 
shows that ul is the Poisson integral of the boundary values of u, 
and the theorem will be proved as soon as we show that u = ul. 

Put  h = u - ul. Then h is continuous on U (apply Theorem 
11.11 to ul), h is harmonic in U, and h = 0 a t  all points of T. Assume 
(this will lead to a contradiction) that h(zo) > 0 for some 20 r U .  
Fix e so that 0 < 4~ < ~ ( z o ) ,  and define 

where z = x + iy, zo = xo + iyo. Then g(zo) > 0. Since g is con- 
tinuous on 8 and since g < 0 at  all ~ o i n t s  of T, there exists a point 
zl E U at which g haa a local maximum. This implies that g,, < 0 
and g, j 0 at  zl. But (2) shows that the Laplacian of g is 26 > 0, 
and we have a contradiction. 

Thus u - ul _< 0. The same argument shows that ul - u 5 0. 
Hence u = ul, and the proof is complete. 

11.13 So far we have considered only the unit disc U = D(0;l). It is 
clear that the preceding work can be carried over to arbitrary circular 
discs, by a simple change of variables. Hence we shall merely sum- 
marize some of the rml ts :  

If u is a continuous real function on the boundary of the disc D(a;R) 
and if u is defined in D(a;R) by the Poisson integral 

1 R2 - r2 
(1) ~ ( a  + rete) = g J:wB2 - 2Rr cos (8  - t) + 7% u(a + Rea) dl 

then u is continuous on B(a;R) and harmonic in D(a;R). 
If u is harmonic (and real) in an open set Q and if D(a;R) C Q,  then u 

satisfies (1) in D(a;R) and there is a holomorphic function f defined in 
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D(a;R) whose real part is u. This f is uniquely defined, up to a pure 
imaginary additive constant. For if two functions, holomorphic in the 
same region, have the same real part, their difference must be constant 
(a corollary of the open mapping theorem, or the Cauchy-Riemann 
equations). 

We may summarize this by saying that every real harmonic function 
is locally the real part of a holomorphic function. 

Consequently, every harmonic function has continuous partial deriva- 
tives of all orders. 

The Poisson integral also yields information about sequences of har- 
monic functions : 

11.14 Harnack's Theorem Let (u,) be a sequence of harmonic functions 
ih a region 0. 

(a) If u, + u uniformly on compuct subsets of 0, then u i s  hamzonic 
in St. 

(b) If u1 5 u2 < us _< , then either {u,] converges uniformly on 
compact subsets of D, or u,(z) -, a for every z e 52. 

PROOF TO prove (a ) ,  assume D(a;R)  C 52, and replace u by a, in 
thePoissonintegral11.13(1). Sinceun+uuniformlyonthebound- 
ary of D ( ~ ; R ) ,  we conclude that u itseIf satisfies 11.13(1) in D(a;R). 

In  the proof of (b),  we may assume that u l  2 0. (If not, replace 
u, by u, - ul.) Put u = sup u,, Iet A = (zc52: u ( z )  < j, and 
B = St - A.  Choose B(a;R)  C Q. The Poisson kernel satisfies the 
inequalities 

R - r  R2 - r2 R + r  
R + ~ ' R ' -  

< ---- 
2rR cos ( 8  - t )  + r - R - r 

for 0 < r < R. Hence 

R - T 
un (a)  I U ~ ( U  + reie) < R + r  

R + r  = u, (a) .  

The same inequalities hold with u in place of u,. It follows that 
either u ( z )  = a for all z E D(a;R)  or u(z)  < for all z E D(a;R).  

Thus both A and B are open; and since Q is connected, we have 
either A = @ (in which case there is nothing to prove) or A = D. 
In the latter case, the monotone convergence theorem shows that 
the Poisson formula holds for u in every. disc in 0. Hence u is har- 
monic in St. Whenever a sequence of continuous functions converges 
monotonically to a continuous limit, the convergence is uniform on 
compact sets (1261, Theorem 7.13). This completes the proof. 
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The Mean Value Property 

11.15 Definition We say that a continuous function u in an open set $I 
has the mean value pr~perty i f  to every z E St there corresponds a sequence 
[r,) such that r, > 0, r, -+ 0 as n 4 00, and 

In other words, u(z) is to be equal to the mean value of u on the circles 
of radius r, and with center a t  z. 

Note that the Poisson formula shows that (1)  holds for every harmonic 
function u, and for euery r such that D(z;r) C St. Thus harmonic func- 
tions satisfy a much stronger mean value property than the one that we 
just defined. The following theorem may therefore come ss a surprise: 

11.16 Theorem If a continuous function u has the m n  vdue property 
in an open set St, then u is  hamtonic in St. 

PROOF It is enough to prove this for real u. Fix D ( ~ ; R )  C 51. The 
Poisson integral gives us a continuous function h on I)(a;R) which 
is harmonic in D(a;R) and which coincides with u on the boundary 
of D(a;R) .  Put u = u - h, and let m = sup { v ( z ) :  z e D ( a ; R ) ) .  
Assume m > 0, and let E be the set of all z E f) (a;R) at  which 
v(z) = m. Since v = 0 on the boundary of D ( a ; R ) ,  E is a compact 
subset of D(a;R). Hence there existx a 20 E E such that 

for all z E E. For dl small enough r, a t  least half the circle with 
center a t  zo and radius t. lies outside E, so that the corresponding 
mean values of u are all less than m - v(zo). But v has the mean 
value property, and we have a contradiction. Thus m = 0, so 
v < 0. The same reasoning applies to -0.  Hence v = 0, or u = h 
in D ( a ; R ) ,  and since n ( a ; ~ )  was an arbitrary closed disc in St, u is 
harmonic in St. 

Theorem 11.16 leads to a reflection theorem for holomorphic functions. 
By the upper half plane n+ we mean the set of all z = x + iy with y > 0; 
the lower half plane XI- consists of dl x whose imaginary part is negative. 

11.17 Theorem (The Schwarz reflection prineiplc) Suppose L is a seg- 
ment on the real &, W is a region in n+, and every t E L i s  the &r of 
an  open disc Dt wch that 11+ n DL lie8 in St+. Let W be the r e m i o n  of St+: 
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Suppose f = u + iv i s  h~lomorphic in a+, and 

lim v(z,) = 0 
n* 00 

for every sequence (2,) in St+ which converges to a point of L. 
Then there is  afunction F, holomorphic in a+ u L u F, such that F(z) = f (2) 

in Q+; this F satisfies the relation 

The theorem asserts that f can be extended to a function which is 
holomorphic in a region symmetric with respect to the real axis, and (3)  
states that F preserves this symmetry. Note that the continuity 
hypothesis (2)  is merely imposed on the imaginary part off. 

PROOF Put fi = S1+ u L u S t .  We extend u to 52 by defining v(z) = 0 
for x E L and u(z)  = - v ( i )  for z E S1-. It is then immediate that v is 
continuous and that v has the mean value property in Q, so that v is 
harmonic in 52, by Theorem 11.16. 

Hence v is locally the imaginary part of a holomorphic function. 
This means that to each of the discs Dt there corresponds an f t  E H(Dt) 
such that Im f t  = v. Each f t  is determined by v up to a real additive 
constant. If this constant is chosen so that f t ( z )  = f ( z )  for some 
x E Dt n II+, the same will hold for all z E Dt n XI+, since f - ft is con- 
stant in the region Dt n II+. We assume that the functions f r  are so 
adjusted. 

The power series expansion of f t  in powers of z - t has only real 
coefficients, since v = 0 on L, so that all derivatives of f t  are real at t.  
It follows that 

Next, assume that D, n Dt # pl. Thenft = f = f ,  in Dt n D, n II+; 
and since Dt n D, is connected, Theorem 10.18 shows that 

(5) f i b )  = f d z )  ( z  E Dt n D,). 

Thus it is consistent to define 

for 2 E S1+ 

(6) F(z) = f,(z) for z E Dt {z for zea-  

and it remains to show that F is holomorphic in 52-. If D(a;r) C 52- 
then D(a;r) C 52+, so for every z E D(a;r) we have 
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Hence 

This completes the proof. 

Positive Harmonic Functions 

11.18 It is clear that the Poisson integral P[dcc] of every positive finite 
Bore1 measure p on the unit circle T is a positive harmonic function in the 
open disc U .  The question arises whether every positive harmonic func- 
tion in U is obtained in this manner. 

The following observation will lead to an affirmative answer. If 
h = P[dk],  where 1 is any complex Borel measure on T,  Fubini's theorem 
shows that 

where Ilpll is the total variation of I( on T.  Thus the first integral in (1) is 
a bounded function of r on [O, I) ,  a condition which must be satisfied by 
all Poisson integrals. 

Now if h is a positive harmonic function, then lhl = h, so the first 
integral in (1) is 2rh(0), for every t E [O, l ) .  Thus positive harmonic 
functions satisfy the necessary condition which we just found, and we 
are led to the following stronger theorem. 

11.19 Theorem The mapping p -+ P[dp] i s  a linear one-to-one corre- 
spondence between the space of all complex Borel measures on T and the 
spuce of aU hamonic functions h in U which satisfy the growth condition 

The set of all positivefinite Borel measures on T i s  thereby put in one-to-one 
correspondmce with the set of all positive harmonic functions in U. 

Corollary Every hamonic function h in U which satisfies (1) has finite 
radial limits at almost all (un'tk respect to Lebesgue measure) poinb of T. 

PROOF It is clear that the mapping L(+ P[dP] is linear. The dis- 
cussion in Sec. 11.18 showed that (1) holds for every P[dd.  

To prove that I( -+ P[dlc] is one-to-one, assume P[dkj = 0 in U. 
We have to show that p = 0. Choose f t C ( T ) .  Theorem 11.11 
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shows that 

= lim j_'r f ( t ) P  [dp]  (re*) dt = 0. 
-1 

Thus J f dp = 0 for eueqj f r C ( T ) ,  and the uniqueness assertion of 
Theorem 6.19 now implies t,hat p = 0. 

We turn to the proof of the most significant part of the theorem: 
Every harmonic function in U which satisfies (1) is P[dp]  for some 
complex Bore1 measure p on T. The proof depends on the notion of 
"weak convergence," which is defined, in more general situations, in 
Exercise 14. 

Let h be a harmonic function in U for which 

Each A. is then a linear functional on C(T), of norm i l ~ . l ]  5 M. Let 
{h] be a countable dense subset of C(T). (For instance, take all 
trigonometric polynomials whose coefficients lie in some countable 
dense subset of the complex plane.) For each j the numbers A,fj 
form a bounded set. The diagonal process (see [26], page 145)  there- 
fore guarantees the existence of a sequence {s,] such that 8% -+ 1 and 
such that 

exists for each fi. 
We claim that (A,,f 1 is a Cauchy sequence for every f e C ( T )  : Fix 

f t C ( T ) ,  E > 0, choose f j  so that I [ f  - fj[Ia < E / M ,  then choose N 
so large that 

(5) IA,.fi - A,,fiJ < e if n > N, m > N. 
Since 

ILf - 5 IAsn(f - fill + lA*,,fi Aa.fjl + IAs.(fr - n l ,  
it follows that I A , ~  - Ad f 1 < 3 e  if n > N and m > N. Hence 

(6) Af = lim A,J 
?&-+PO 
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exists for every f E C(u, and (6) defines a linear functional A on C(T), 
with 1 1  All M. The Riesz representation theorem 6.19 now yields a 
complex Bore1 measure p on T such that the relation 

holds for every f r C(T) ; this follows from (3) and (6). 
For each n, h(snreie) is harmonic in the disc D(O;l /s , )  which con- 

tains 0. In U this function is therefore the Poisson integral of its 
restriction to T. In  other words, 

~f we let n 4 GO in (8) and use (7), we obtain 

which is the desired representation of h: h = P[dp]. 
If h is real, so isp, by the previously established uniclueness property. 

If h > 0 ,  then each A, is a positive linear functional on T, hence so is 
A, and the positivity of p follows from the Riesz representation the- 
orem 2.14. 

This completes the proof. The corollary is a consequence of 
Theorem 11.10. 

There are of course many applications of this theorem. We shall now 
give one which shows that there is a Cauchy formula for bounded holo- 
morphic functions in U, in which the path of integration is moved to T. 
Other applications occur in Chap. 17. 

11.20 Dofinition We let H" be the spaice of all bounded holomorphic 
functions in U, normed by 

As before, Lw(T) will be the space of all (equivalence classes of) essentially 
bounded functions on T, normed by the essential supremum norm (rela- 
tive to Lebesgue measure). For g r La(T), Ilgllw stands for the essential 
supremum of IgJ. 

11.20 Thoorem To every f e Hw there corresponds a function f* B LQ(T), 
deJined almost everywhere by 
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The equality IIfIlm = I] f*llm holds. For every z E U, the Cauchy forrnzdu 

holds, where y is  the positively oriented unit circle: y( t )  = eit, 0 j t j 2s. 
The functions f * e Lm(T) which are obtained in  this manner are precisely 

those which satisfy the relations 

The fact that every f r Hw has radial limits at almost all points of T 
was proved by Fatou in one of the earliest applications of the Lebesgue 
integral to the study of holomorphic functions. 

PROOF The existence a.e. off* follows from the Corollary to Theorem 
11.19, and (1) makes it obvious that 11 f */I, _< IJfl(,. 

If z r U and 1x1 < r < 1, put y,(t) = reit (0 5 t _< 2s). Then 

Let f rn ) be a sequence, r, -+ 1, and apply Lebesgue's dominated con- 
vergence theorem to the last integral in (4). The result is 

which is the same as (2). The Cauchy theorem gives 

Hence a passage to the limit, similar to the above, shows that f*  
satisfies (3). We can therefore convert (5) into a Poisson integral: 
If z = reio, 

Fmm this we conclude that 11 flJo < Ilf*ll,, so that the two norms are 
equal. 
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Finally, iff* E Lm(T) is such that (3) holds, and if we define f by (5) 
for all z E U, then (5 )  shows that  f E H(U), (3) implies that the Cauchy 
integral (5) is equd to the Poisson integral (7), so that f is bounded, 
and the representation of f as the Poisson integral of f * shows that (1) 
holds almost everywhere, by the Corollary to  Theorem 11.10. 

There is a uniqueness theorem which follows easily from the above 
Cauchy formula: 

11.22 Thoorem Suppose f E Ha, J i s  a subarc of T, and f*(ei" = 0 a.e. 
on J .  Then f (2)  = 0 for all x E U. 

(A considerably stronger statement will be obtained later, in Theorem 
15.19. See also Theorem 17.18 and Sec. 17.19.) 

PROOF Let n be a positive integer such that the length of J is larger 
than 2 ~ / n ,  let q = exp (2ri/n],  and put 

Since f is bounded and f* = 0 a.e. on J, we see that  g* = 0 a.e. on T, 
and g E Hm, Since g is the Cauchy integral of g *, g(x) = 0 for all 
z E U. If Z(f), the zero set off in U, is a t  most countable, then so is 
Z(g), since Z(g) is the union of n sets obtained from Z (f) by rotations. 
But Z(g) = U. Hence f = 0, by Theorem 10.18. 

Exercises 

1 Suppose u and v are real harmonic functions in a plane region 8. 
Under what conditions is uv harmonic? (Note that the answer 
depends strongly on the  fact that the question is one about real 
functions.) Show that u2 cannot be harmonic in a, unless u is 
constant. For which f s H(a) is 1 f 1 2  harmonic? 

2 Suppose f is a complex function in a region 0, and both f and f 2  are 
harmonic in 0. Prove that  either f or f is holomorphic in 8, 

3 If u is a harmonic function in a region a, what can you say about 
the  set of points a t  which the gradient of u is O? (This is the set 
on which u, = u, = 0.) 

4 Prove that every partial derivative of every harmonic function is 
harrnonic, 

Verify, by direct computation, that P,(8 - t) is, for each fixed t, 
a harmonic function of reiO, Deduce (without referring to holo- 



Harmonic functions 237 

morphic functions) that the Poisson integral P[dp] of every finite 
Borel measure p on T is harmonic in U, by showing that every 
partial derivative of P[dp] is equal to the integral of the correspond- 
ing partia! derivat.ive of the kernel. 

5 Suppose u is a Lebesgue measurable function in a region Q, and u 
is locally in L1. This means that the integral of jul over any 
compact subset of IZ is finite. Prove that u is harmonic if it 
satisfies the following form of the mean value property: 

whenever d(a;r) C n. 
6 (a) Suppose u is a positive harmonic function in U and u(0) = 1. 

How large can ~ ( i )  be? How small? Get the best possible 
bounds. 

( b )  Supposef = u + i u .  f t H(U), f(0) =O,andful  5 1inU.  If 
0 < P < 1, how large can I f  (reiv)l be? 

7 Suppose Q is a region, K is a compact subset of 52, zo I a. Prove 
that there exist positive numbers a and (depending on zo, K, and 
Q) such that 

m(zo> < u(z) 5 @u(zo) 

for every positive harmonic function u in 8 and for all z I K. 
If f zc,) is a sequence of positive harmonic functions in Q and if 

u,(zo) -+ 0, describe the behavior of {u,} in the rest of Q. Do the 
same if u,(zo) -+ 03.  Show that the assumed positivity of {u,] 
is essential for these results. 

8 Suppose u is a positive harmonic function in U, and u(reie) --+ 0 
as r -+ 1, for every ede # 1. Prove that there is a constant c such 
that 

u(rei" = cP,(8). 

9 Here is an example of a harmonic function in U which is not 
identically 0 but all of whose radial limits are 0: 

Prove that this u is not the Poisson integral of any measure on T 
and that it is not the difference of two positive harmonic functions 
in U. 

10 Suppose p is a positive Borel measure on T, not identically 0, and 
p is singular (relative to Lebesgue measure). If u = P[dp], prove 
that u(reib) -+ w as r + 1, for a t  least one 8. Hint: Theorem 8.9. 
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11 Let @ be the set of all positive harmonic functions u in U such 
that u(0) = 1 .  Show that @ is a convex set and find the extreme 
points of 9. (A point x in a convex set @ is called an extreme point 
of @ if x lies on no segment both of whose end points lie in @ and 
are different from x.) Hint: If C is the convex set whose members 
are the positive Bore1 measures on T ,  of total variation 1, show 
that the extreme points of C are precisely those 11 r C whose sup- 
port consists of only one point of T .  

12 Suppose f ELP(T) ,  1 < p < a, and F = P[ f ] .  Prove that 

(Compare with Theorems 9.5 and 9.10. Exercise 17 of Chap. 3 
can also be applied here.) 

13 Suppose f c H ( Q )  and f has no zero in Q. Prove that log I f 1  is 
harmonic in Q, by computing its Laplacian. Is there an easier 
way? 

14 Let X* be the dual space of tlie Banach space X. A sequence 
f A,) in X* is said to converge weakly to A r X* if A,,x --, Ax as 
n -+ a, for every x E X. Note that A, + A weakly whenever 
-, A in the norm of X*. (See Exercise 8, Chap. 5.) The con- 

verse need not be true. For example, the functionals f -+P(n) on . 
L2(T)  tend to 0 weakly (by the Sessel inequality), but each of 
these functionals has norm 1 .  
(a)  Prove that { 11 An[[ } must be bounded if (A, } converges weakly. 
(b) Suppose X is a separable Banach space and { A,} is a sequence 

in X* such that { I] A,11} is bounded. Prove that {A, } contains a 
weakly convergent subsequence. (The proof is quite similar 
to the special case of Theo'rem 11.19.) 

15 Suppose I = [a$] is an interval on the real axis, (p is a continuous 
function on I, and 

Show that 

exists for every real x, and find it in terms of p. 

How is the result affected -if we assume merely that p E L'? 
What happens then at points x at which (p has right- and left- 
hand limits? 
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16 Suppose I = [a$], Q is a region, I C fi, f is continuous in 52, and 
f E H ( Q  - I ) .  Prove that actually f E H ( @ .  

Replace I by some other sets for which the same conclusion can 
be drawn. 

17 If I 5 p 5 oo and f r Lp(R1)) prove that (f * h*) (x) is a harmonic 
function of x + zX in the upper half plane. (hx is defined in Sec. 
9.7; it is the Poisson kernel for the half plane.) 

18 Suppose 52 is a region, f, r H ( Q )  for n = 1, 2, 3, . . . , u, is the 
real part off,, {un]  converges uniformly on compact subsets of 52, 
and ff,(z) j converges for a t  least one x r a. Prove that then 
{f,) converges uniformly on compact subsets of a. 

19 The device used in the proof of Lemma 11.9 yields a general 
theorem which makes it legitimate to apply the process of integra- 

tion by parts to integrals of the form f dp) where fi is a Borel 

measure on a segment I of the real line. State such a theorem 
and prove it. 



The Maximum 

Modulus Principle 

Introduction 

12.1 The maximum modulus theorem (10.24) asserts that the constants 
are the only holomorphic functions in a region Q whose absolute value has 
a local maximum a t  any point of Q. 

Here is a restatement: If K is the closure of a bounded region 4 iff is 
continguuus on K and holomorphic in Q, then 

for every z r Q.  If equality holds at one point z r Q, then f is constant. 
[The right side of (1) is the supremum of I f [  on the boundary dK of K.] 
For if If(z)l 2 1 1  f l l a K  at  some z r Q, then the maximum of I f 1  on K 

(which is attained a t  some point of K, since K is compact) is actually 
attained a t  some point of Q, so f is constant, by Theorem 10.24. 

Theequality 1 1 f I m  = ] I  f*llm, whichis part of Theorem 11.21, impliesthat 

This says (roughly speaking) that  I f(z) 1 is no larger than the supremum 
of the boundary values of f, a statement similar to (1). But this time 
boundedness on U is enough; we do not need continuity on 0. 

This chapter contains further generalizations of the maximum modulus 
theorem, as  well as some rather striking applications of it, and it  concludes 
with a theorem which shows that the maximum property "almost" char- 
acterizes the class of holomorphic functions. 

The Schwarz Lemma 

This is the name usually given to the following theorem, We use the 
notation established in Definition 11.20. 

240 
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12.2 Theorem Suppose f E H", 11 f 11, < 1, and f (0) = 0. Then 

if equality holds in (1) for one z E U - { O  ), or if equality holds in (2), then 
f (z) = Xz, where X is a constant, IX I = 1. 

In  geometric language, the hypothesis is that f is a holomorphic mapping 
of U into U which keeps the origin fixed; part of the conclusion is that 
either f is a rotation or f moves each z E U - (01 closer to the origin than 
i t  was. 

PROOF Since f(0) = 0, f(z)/z has a removable singularity a t  z = 0, 
hence there exists a g E H(U)  such that f ( z )  = xg(z). Since l / l x l  is 
bounded near the boundary of U ,  g E Ha. I t s  radial limits satisfy 
the relation lg"1 = ] f*l. Thus jlg*ll, 5 1. By Theorem 11.21, 
llgfjm 5 1, and now the maximum modulus theorem shows that  
I g ( z ) /  = 1 for sonle z E U if and only if g is constant. Sincef'(0) = g(O), 
this completes the proof. 

Note: We did not really have to use the existence of radial limits a.e. on 
T; we could have applied Theorem 10.24 to g on discs D(0;  1 - r) and 
let r -+ 0 to obtain the final result. 

Many variants of the Schwarz lemma can be obtained with the aid of 
the following mappings of U onto U :  

12.3 Definition For any a E U, deJine 

12.4 Theorem Fix a E U .  Then p, is a one-to-one mapping which carries 
T onto T, U onto U ,  and a to 0. The inverse of pR i s  p-,. We have 

PROOF Pa is holomorphic in the whole plane, except for a pole a t  l/a 
which lies outside 0. Straightforward substitution shows that  

Thus pa is oneto-one, and p-, is its inverse. Since, for real t, 

( z  and 2 have the same absolute value), pa maps T into T ;  the same 
is true of p-, ; hence p,(T) = T, It now follows from the maximum 
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modulus theorem that  q,(U) C U, and consideration of q- shows 
again that actually qm(U) = U. 

12.5 An Extremal Problem Suppose a and B are complex numbers, 
la1 < 1, and 1 ~ 1  < 1. How large can If'(a) 1 be iff is subject to the condi- 
tions f a Hoo, [ I f l l m  < 1, and f(a) = B? 

To solve this, put 

Since q-, and pb map U onto U, we see that g E Hm and llgllm < 1 ;  also, 
g(0) = 0. The passage from f to g has reduced our problem to the 
Schwarz lemma, which gives lg'(O)! 5 1. By (I),  the chain rule gives 

If we use Eqs. 12.4(1), we obtain the inequality 

This solves our problem, since equality can occur in (3). This happens 
if and only if lg'(0) 1 = 1, in which case g is a rotation (Theorem 12.2), 
so that 

for some constant with IXI = 1. 
A remarkable feature of the solution should be stressed. We imposed 

no smoothness conditions (such as continuity on 0, for instance) on the 
behavior o f f  near the boundary of U. Nevertheless, it turns out that  
the functions f which maximize If'(a)l under the  stated restrictions are 
actually rational functions. Note also that these extremal functions map 
U onto U (not just into) and that  they are one-to-one. This observation 
may serve as the motivation for the proof of the Riemann mapping theorem 
in Chap. 14. 

At present, we shall merely show how this extremal problem can be 
used to characterize the one-to-one holomorphic mappings of U onto U. 

12.6 Theorem Suppose f E H ( LI'), f is one-to-one, j( U )  = U ,  a E U, and 
f (a) = 0. Then there is a constant X, ]XI = 1, such that 

In other words, weobtain f by composing the mapping p, with a rotation. 

PROOF Let g be the inverse of f, defined by g(f(z)) = z, z E U. 
Since f is one-to-one, $' has no zero in U, so g E H(U), by Theorein 
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10.34. By the chain rule, 

The solution of 12.5, applied to f and to g, yields the inequalities 

By (2)) equality must hold in (3). As we observed in the preceding 
problem (with B = 0)) this forces f to satisfy (1). 

The Phragmen- Lindelof Method 

12.7 For a bounded region Q, we saw in Sec. 12.1 that i f f  is continuous 
on the closure of $2 and iff E H(Q), the maximum modulus theorem implies 

For unbounded regions, this is no longer true. 
To see an example, let 

Q is the open strip bounded by the parallel lines y = -t ?r/2 ; its boundary 
aS2 is the union of these two lines. Pu t  

For real x, 

since exp (ni/2) = i, so If (2) 1 = 1 for z s da. But f (x) + very rapidly 
as z 4 .o along the positive real axis, which lies in Q. 

"Very" is the key word in the preceding sentence. A method developed 
by Phragmen and Lindelof m a k e  i t  possible to prove theorems of the 
following kind: If f c H(Q) and if I fl < g, where g(z )  -+ ao "slowly" as 
z -+ .o in Q (just what "slowly" means depends on Q), then f is actually 
bounded in Q,  and this usually implies further conclusions about f, by the 
maximum moduIus theorem. 

Rather than describe the method by a theorem which would cover a 
large number of situations, we shall show how it works in two cases. In 
both, Q will be a strip. In the first, f will be assumed to be bounded, and 
the theorem will improve the bound; in the second, a growth condition 
will be imposed on f which just excludes the function (3). In  view of 
later applications, Q will be a vertical strip in Theorem 12.8. 
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First, however, let us mention another example which also has this 
general flavor: Suppose f i s  an  entire function and 

for all z. Then f is constunt. 
This follows immediately from the Cauchy estimates 10.25, since they 

show that  f(d(O) = 0 for n = 1 ,  2 ,  3, . . , . 
12.8 Theorem Suppose 

(1) Q = f x + i y : a < x < b j ,  i'l = fx + i y :  a _< x < b ) ,  

f is continuous on Q, f e H (a), and suppose that (,f(z) 1 < B for crEl z a a and 
some fixed B < =Q. If 

then we actually have 

(3) M ( x ) ~ - ~  _< M(a)bZM(b)Z-O (a  < x < b). 

Note: (3 )  implies that the inequality If < B can be replaced by 
] f I < max (M(a) ,M(b)) ,  so that If 1 is no larger in fl than the supremum of 
141 on the bounda y of Q. 

If we apply the theorem to strips bounded by lines x = a and x = 8, 
where a LY < 5 b, the conclusion can be stated in the following way: 

Corollary Under the hypotheses of the thewem, log M i s  a c m e x  function 
on (a,b>. 

PROOF We assume first that M(a)  = M(b)  = 1 .  In thk case we 
have to prove that 1 f(z)l  _< 1 for all z r 0. 

For each e > 0, we define an auxiliary function 

Since Re fl + ~ ( z  - a ) )  = 1 + r(x - a)  2 1 in 0, we have Ih,l 5 1 
in SZ, so that 

Also, 11 + ~ ( z  - a)l 2 elyl, so that 

Let R be the rectangle cut off from Q by the lines y = B e  By 
( 5 )  and (6), Ifhrl 5 1 on aR, hence I fh,[ 5 1 on R, by the maximum 
modulus theorem. But (6) shows that 1fh.l 5 1 on the rest of a. 
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Thus If(z)h,(z)l 5 1 f o r a l l z e a  and a l l € >  0, If we fix Z E ~  and 
then let E -4 0, we obtain the desired result j f(z) 1 5 1. 

We now turn to the general case. Put  

where, for M > 0 and w complex, Mw is defined by 

(8) Mw = exp (w log M), 

and log M is real. Then g is entire, g has no zero, l/g is bounded in Q, 

and hence f/g satisfies our previous assumptions. Thus If/gl I 1 
in Q, and this gives (3). 

12.9 Theorem Suppose 

Suppose f is cmtinuous on hi, f e H ( Q ) ,  there are constunts a < 1, A < m, 

such that 

and 

Then If(z)l 5 1 for aU z E a. 
Note that  the conclusion does not follow if a = 1, as is shown by the 

function exp (exp z). 

PROOF Choose > 0 so that a! < p < 1. For e > 0, define 

(4) he ( z )  = exp { - e (eb" +-az) ] . 
For z E a, 
(5) Re [gS + e-a'] = (flz + e-@) cos Py 2 8 (8" + e-as) 
where 5 = cos (j%r/2) > 0, since 1/31 < 1. Hence 

(6) l he (~ ) I<ap{ -e6 (8z+e -&) )  < I  ( z E ~ ) .  

It follows t ha t  ffh,l 5 1 on an and that 
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Fix e > 0. Since ~6 > 0 and B > a, the exponent in (7) tends to 
- w as x -+ _$ m . Hence there exists an xo so that the right side of 
(7) is less than 1  for all x > $0. Since Ijh,] < 1 on the boundary of 
the rectangle whose vertices are + xo + (?ri/2),  the maximum modulus 
theorem shows that actually (fh,/ < 1 on this rectangle. Thus 
/fh,l < 1  at  every point of a, for every E > 0. As e + 0 ,  h,(z) + 1 
for every z, so we conclude that lf(z)l 5 1  for all z E Q. 

An Interpolation Theorem 

12.10 The convexity theorem 1 2 . 8  can sometimes be used to prove that 
certain linear transformations are bounded with respect to certain Lp- 
norms. Rather than discuss this in full generality, let us look at  a 
particular situation of this kind. 

Let X be a measure space, with a positive measure p, arid suppose 
{ $ n }  (n = 1 ,  2, 3, . . ,) is an orthonormal set of fullctions in L 2 ( p ) ;  we 
recall what this means : 

Let us also assume that ($,I is a bounded sequence in L m ( p )  : There exists 
an M < such that 

Then for any f a L p ( p ) ,  where 1  _< p < 2, the integrals 

exist and define a function 4 on the set of all positive integers. 
There are now two very easy theorems: For f a L 1 b ) ,  ( 2 )  gives 

and for f a Lg(p), the Bessel inequality gives 

where the norms are defined as usual: 

Since (1, w ) and (2,2) are pairs of conjugate exponents, one may conjec- 
ture that I l f I I ,  is finite whenever f E L p ( p )  and 1  < p < 2 ,  q = p / ( p  - 1 ) .  
This is indeed true and can be proved by "interpolation" between the 
preceding trivid cases p = 1 and p = 2 :  
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12.11 The Hausdarff-Young Theorem Under the above assumptions, the 
imquality 

holds if 1 5 p 5 2 and i f f  r L p ( f i ) .  

PROOF We first prove a reduced form of the theorem. 
Fix p, 1 < p < 2. Let f be a simpte mmplex function such that 

1 f l l P  = 1 ,  and let bl, . . . , b~ be complex numbers such that 
Zlb,,lp = 1. Our objective is the inequality 

Put F = I flp, and put B, = lb.1~. Then t b r e  is a function p and 
there are complex numbers pl, . . . , pN such that 

and 

If we use these relations and the definition of f (n)  given in Sec. 
12.10, we obtain 

Now replace l / p  by z in (5), and define 

for any complex number z. RecaIl that As = exp (z log A )  if A > 0 ;  
if A = 0 ,  we agree that As = 0. Since F is simple, since F >_ 0, and 
since Bn 2 0,  we see that cP is a finite linear combination of such 
exponentials, so cP is an entire function which is bounded on 

for any finite a and b. We shdl take a = + and b = I, shall estimate 
cP on the edges of this strip, and shdl then apply Theorem 12.8 to 
estimate @ ( l / p ) .  

For - w  < y < a, define 
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The 13essel inequality gives 

and then the Schwarz inequality shows that 

The estimate 

follows trivially from (3), (4)) and (6)) 'since Ilhll, < M. 
We now conclude from (9), (10)) and Theorem 12.8 that 

With x = l / p  and y = 0, this gives the desired inequality (2). 
The proof is now easily completed. Note first that 

the supremum being taken over all { bl, . . . , b~ J with Z I  b,[p = 1) 
since the Lq norm of any function on any measure space is equal to 
its norm as a linear functional on Lp. Hence (2) shows that 

for every simple complex f E Lp(p). 
If now f e La(p), there are simple functions fi such that llfi - f l I , +  0 

as j + . Then fj(n) -4 f(n) for every n, because $. e Lq(p). 
Thus since (13) holds for eachfi, it also holds for f. Since N was 
arbitrary, we finally obtain (1). 

A Converse of the Maximum Modulus Theorem 

We now come to the theorem which was alluded to in the introduction 
of the present chapter. 

The letter j will denote the identity function: j ( z )  = z. 
The function which assigns the number 1 to each 3 c 0 will be denoted 

by 1. 
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12.12 Theorem Suppose M i s  a vector space of continuous complex func- 
tions on the closed unit disc u, with the following properties: 

(a)  1 E M .  
(b) I f f  E M, then also j f e  M.  
(c) I f f  & M Y  then llfllu = I]fll~- 

Then every f E M i s  holomorphic in U .  

Note that (c)  is a rather weak form of the maximum modulus principle; 
(c )  asserts only that  the overall maximum of I fl on U is attained a t  some 
point of the boundary T, but (c) does not a priori exclude the existence 
of local maxima of If 1 in U. 

PROOF By ( a )  and (b),  M contains all polynomials. I n  conjunction 
with ( c ) ,  this shows that M satisfies the hypotheses of Theorem 5.25. 
Thus every f E M is harmonic in U. We shall use (b)  to show that 
every f E M actually satisfies the  Cauchy-Riemann equation. 

Let a and 8 be the differential operators introduced in Sec. 11.1. 
The product rule for differentiation gives 

Fix f E M ,  and take g = j. Then fj E M. Hence f and fj are 
harmonic, so a d f  = 0 and ( a d ) ( f j )  = 0. Also, 8j = 0 and d j  = 1. 
The above identity therefore reduces to d f  = 0. Thus f E H ( U ) .  

Exercises 

1 Give a proof of Theorem 12.2 which requires no knowledge of the 
boundary values of f .  

2 Suppose f E H(JJ+) ,  where n+ is the  upper half plane, and I f t  2 1. 
How large can If'(i)[ be? Find the extremal functions. (Com- 
pare the discussion in Sec. 12.5.) 

3 Suppose f E H (a). Under what conditions can I f  1 have a local 
minimum in Q? 

4 Suppose f E H (U) .  Prove that  there is a sequence (2,) in U 
such that  lznl + 1 and f f (2,) ) is bounded. 

5 If 0 < RI < Rz < a, let A(Rr,R*) denote the annulus 
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There is a vertical strip which the exponential function maps 
onto A ( R  I,R2). Use this to prove Hadamard's Aree-a~rEe themem: 
Iff E H(A(Rl,Ra)), if 

and if RI < a < r < b < R2, then 

log 
log M(r) ' log @/a)  log ( r /a )  log M(b). log M(a) + log @ / a )  

[In other words, log M ( r )  i s  a convex function of log r.] For 
which f does equality hold in this inequality? 

6 Let n be the open right half plane (z s Il if and only if RR z > 0).  
Suppose f is continuous on the closure of TI (Re z 2 0) ,  f s H(Il),  
and there are constants A < and a < 1 such that 

for all z e II. Furthermore, If  (iy)f 5 1 for all real y. Prove that 
If(z)l 5 1 i nn .  

Show that the conclusion is false for a = 1. 
How does the result have to  be modified if n is replaced by a 

region bounded by two rays through the origin, at  an angle not 
equal to T? 

7 Suppose l' is the boundary of an unbounded region Q, f s H(Q),  
f is continuous on Q u 1', and there are constants B < .o and 
M < .o such that Ifl 5 M on r and (f l  B inn. Prove that 
we then actualIy have If 1 < M in R. 

Suggestion: Show that it involves no loss of generality to amurne 
that U n il = a. Fix zo s 0, let n be a large integer, let V be a 
large disc with center a t  0, and apply the maximum modulus 
theorem to the function fP(z)/z in the component of V n which 
contains 20. 

8 Let f be an entire function. If there is a continuous mapping y of 
[O, 1) into the complex plane such that y ( t )  4 .o and f (y ( t ) )  -, 9 
as t -4 1,  we say that a is an mpnptotic value off. [In the com- 
plex plane, "y(t)  -+ oo as t -+ 1" means that to each R < a there 
corresponds a tR < 1 such that Ir(t)l > R if tR < t < 1.1 Prove 
that wery nonconstant entire function has 00 as an asymptotic 
value. 

Suggestion: Let E, = ( z ;  1f(z) 1 > n )  . Each component of 
En is unbounded (proof?) and contains a component of E,+I, by 
Exercise 7. 
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9 Show that exp has exactly two asymptotic values: 0 and a. 
How about sin and cos? Note: sin z and cos z are defined, for 
all complex z, by 

e* - 
sin z = 

e-k 
9 00s Z = 

eh + ck 
2i 2 

10 If j is entire and if a is not in the range of j, prove that a is an 
asymptotic value of f. 

11 Suppose Q is a bounded region, { fn) is a sequence of continuous 
functions on Pi which are holomorphic in Q, and If,) converges 
uniformly on the boundary of Q. Prove that ( j, j convergw 
uniformly on SZ. 

12 Suppose 9 is a bounded region, j e H(Q), and 

for every sequence [z,] in 9 which converges to a boundary point 
of 9. Prove that ) f (z) 1 5 M for all z e R. 

13 Suppose Q is a region, D is a disc, C 8, f e H ( Q ) ,  f is not constant, 
and I f (  is constant on the boundary of D. Prove that j has a t  
least one zero in D. 



Approximation by 

Rational Funotions 

Preparation 

13.1 The Riemann Sphere It is often convenient in the study of h010- 
morphic functions to compactify the complex plane by the adjunction 
of a new point called a. The resulting set S2 (the Riemann sphere, the 
union of R2 and ( a j )  is topologized in the following manner. For any 
r > 0, let D'(w ;r) be the set of all complex numbers z such that lzl > r, 
put D(.o ;r) = D'(a ;r) u { .o j , and declare a subset of S2 to be open if and 
only if it is the union of discs D(a ;r), where the a's are arbitrary points of S2 
and the r's are arbitrary positive numbers. On S2 - { .o ), this gives 
of course the ordinary topology of the plane. It is easy to see that S2 is 
homeomorphic to a sphere (hence the notation). In  fact, a homeo- 
morphism 9 of S2 onto the unit sphere in R3 can be explicitly exhibited: 
Put 9(-) = (0,0,1), and put 

(1) 
2r cos 8 2r sin 8 r2 - 1 

r2  + 1 ' re + I ' rv 1 

for all complex numbers reie, We leave it to the reader to construct the 
geometric picture that goes with (1). 

Iff is holomorphic in D'(a ;r), we say that f has an isolated singularity 
at a. The nature of this singularity is the same as that which the 
function defined in D' (0 ;l/r) by j(z) = f (l/z) , has at 0. 

Thus if f is bounded in D f ( a  ;r), then lim f(z) exists and is a complex 
C ) w  

number (as we see if we apply Theorem 10.20 to I) ,  we define f( a ) to  
be this limit, and we thus obtain a function in D ( a  ;r) which we call 
holomorphic; note that this is defined in terms of the behavior of j near 
0, and not in terms of differentiability off at a ,  

252 
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If has a pole of order m at 0, then j is said to have a pole of order m 
at  00 ; the principal part off at w is then an ordinary polynomial of degree 
m (compare Theorem 10.21), and if we subtract this polynomial from f ,  
we obtain a function with a removable singularity a t  0 0 .  

Finally, if J has an essential singularity a t  0, then f is said to have an 
essential singularity at a. For instance, every entire function which 
is not a polynomial has an essential singularity at w . 

Later in this chapter we shall encounter the condition "S2 - Q is con- 
nected," where 0 is an open set in the plane. Mote that this is not 
equivalent to the condition "the complement of Q relative to the plane 
is connected." For example, if Q consists of all complex z = x + iy 
with 0 < y < 1, the complement of Q relative to the plane has two 
components, but S2 - 0 is connected. 

13.2 Rational Functions A rational function f is, by definition, a quo- 
tient of two polynomials P and Q: f = P/&. It follows from the theo- 
rem in Sec. 10.37 (combined with some elementary algebra or with 
Theorem 10.18) that every nonconstant polynomial is a product of factors 
of degree 1. We may assume that P and Q have no such factors in com- 
mon. Then j has a pole at each zero of Q (the pole off has the same order 
as the zero of Q ) ;  and if we subtract the corresponding principal parts, 
we obtain a rational function whose only singularity is at oo and which 
is therefore a polynomial. 

Thus every rational function f = P / Q  has a representation of the form 
k 

(1) f (2) = AoO) + C Ai((z - 3 - 9  
j=l  

where Ao, Al, . . . , A k  are polynomials, Al, . . . , At have no constant 
term, and al ,  . . . , a, are the distinct zeros of Q ;  (1) is called the partia2 
jractions decomposition of j. 

We turn to some topoiogical considerations. We know that every 
open set in the plane is a countable union of compact sets (closed discs, 
for instance). However, it will be convenient to have some additional 
properties satisfied by these compact sets: 

13.3 Theorem Every open set Q in th.e plane is the union of a sequence 
{K,,) ,  n = 1 ,  2, 3, . . . , of compact sets such thcct 

(a) K, lies in the interior of K,+*, for n = 1, 2, 3, . . . . 
(b) Every compact subset of ii? lies in some K,. 
(c) Every component of S2 - K,, contains a mmponent of S2 - Q, for 

n =  1 , 2 , 3 ,  . . . . 
Property (c) is, roughly speaking, that K ,  has no holes except those 

which are forced upon it by the holes in 0. Note that h2 is not assumed 
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to be connected. The interior of a set E is, by definition, the largest 
open subset of E. 

PROOF For n = 1,2, 3, . . . , put 

and put K ,  = S2 - Vn. [Of course) a # oo in (1). j Then K ,  is a 
closed and bounded (hence compact) subset of and 8 = UKn. If 
z s K ,  and r = n-l - (n + I)-', one verifies easily that D(z;r) C K,+l. 
This gives (a). Hence is the union of the interiors Wn of Kn. 
If K is a compact subset of Q, then K C W I  u . . u WN for some N, 
hence K C KN. 

Finally, each of the discs in (1) intersects S2 - R; each disc is 
connected; hence each component of V ,  mtersects S2 - O; since 
V ,  > S L  a, no component of S2 - can intemec t two components 
of V,. This gives (c) . 

13.4 Theorem S u m  a a d  b me cmple z  numbere, b # 0; and 7 ie 
the path consisting of the m'mfsd intervals 

Then 

(2) Ind, (z) = 1 

fw every z in the i n h * w  of the square with vertiw8 at the pozizts a + isb 
(n = 0, 1, 2, 3). 

PROOF Let 7, be the nth oriented interval in (1). For any 2 in the 
interior of, the square, the integral of . ( f  - 2)-I over 7, 'is the same 
as its integral over the circular arc rn defined by 

as we see from Cauchy's theorem, applied to a convex region which 
contains y,* u I?,* but excludes z. The result now follows from 
Theorem 10.11. 

13-5 Theorern If K itt a m p a d  &a& of a plane open Q, t h e  
ol.ienkd line intmals 71, . . . , 7 ,  in R - K such that h C a d #  formula 

JrsMsfmeverg ftH(G) a d f w  every ztK. 
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PROOF Since K is compact and R is open, there exists an rl > 0 such 
that the distance from any point of K to any point outside Q is a t  
least 2 ~ .  Construct a grid of horizontal and vertical lines in the 
plane, such that the distance between any two adjacent h o h n t d  
lines is q, and likewise for the vertical limes. Let Q1, . . . , Q, be 
those squares (closed 2-cells) of edge q which are formed by this grid 
and which intersect K .  Then Q, C Q for T = 1, . . . , m. 

Let aQ, be the positively oriented boundary of Q,. By this we 
mean that a&, consists of four oriented line intervals, as in Theorem 
13.4, with a at the center of Q,. Some of these line i n k &  may 
appear twice, but with opposite orientation; this happens whenever 
two of the Q,'s h'ave an edge in common; discard these intervals, and 
let 71, . . . , y, be the remaining ones. It is then clear that 

for any 9 continuous on the union of the boundaries of the squares 
Q1, - , Qm 

Any edge of any of the Q,'s which intersects K lies in the boundary 
of two Qr's. For if an edge intersects K, then so do the two squara 
in whose boundary it lies. It follows that the intervals yl, . , . , y, 
lie in Q - K. 

Now suppose f t H(Q) and fix 2 in the interior of some Q,.. Put 
o({) = - f(z)I/(t - z), and apply (2). By the Cauchy the+ 
rem (which, since it holds for triangles, holds equally well for squares), 
the right side of (2) is 0. Hence 

since the last integral is 0 for all but one value of r, and for that 
value it is 1, by Theorem 13.4. 

This proves (I), provided z &,in the interior of some Q,. If z t Ky 
then z does not lie on my yf, and z is a limit point of the interior of 
some Q,; hence (1) also holds for these z, by continuity- 

Runge's Theorem 

The main objective of this section is Theorem 13.9. We begin with a 
slightly different version in which the emphasis is on uniform approxima- 
tion on one compact set. 
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13.6 Theorem S u p p o ~  K is a C O W Z ~ &  & in Ihe pl&ne and {aj) i8 a $el 
which contains one point in  each component of S" K. IjO is open, 
Q 3 K ,  f s H (Q),  and r > 0, there exi& a rationaZ function R, alZ of whose 
p o h  lie i n  Me prescribed iret faj), such that 

every z s K. 

Note that Sa - K has a t  most countably many components. Note 
also that the preassigned point in the unbounded component of 8" K 
may very well be oo ; in fact, this happens to be the most interesting 
choice. 

PROOF We consider the Banach space C(K) whose members are the 
continuous complex functions on K, with the supremum norm. Let 
M be the subspace of C(K)  which consists of the restrictions to K 
of those rational functions which have all their poles in {a j ] .  The 
theorem asserts that f is in the closure of M .  By Theorem 5.19 (a 
consequence of the Hahn-Banach theorem), this is equivalent to 
saying that every bounded linear functional on C(K) which vanishes 
on M also vanishes at f ,  and hence the Riesz representation theorem 
(Theorem 6.19) shows that we must prove the following assertion: 

If JL is a complex Borel measzcre on K such tltat 

for every rational function R with poles only in the rret f ajj, and if 
f s El@), then we a h  have 

So let us assume that JL satisfies (2). Define 

(2 & S' - K).  h(z) = /, Fz 
By Theorem 10.7 (with X = K, &) = f), h s H(Sa - K).  

Let Vj be the component of 8" K which contaim aj, and suppose 
( a j ; r )  C V If aj # and if z is fixed in D(aj;r), then 

1 
= lim 

N-rr 

uniformly for f E K. Each of the functions on the right of (5) is one 
to which (2) applies. Hence h(z) = 0 for all z E D(aj;r). This 
implies that h(z) = 0 for all z e Vj, by the uniqueness theorem 10.18, 
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If aj = cg , (5) is replaced by 

which implies again that h(z) = 0 in D( .o ;r), hence in Vi. We have 
thus proved from (2) that 

Now choose oriented line intervals TI, . . . , y, in - K, as in 
Theorem 13.5, and integrate this Cauchy integral representation off 
with respect to p. An application of Fubini's theorem (legitimate, 
since we are dealing with Bore1 measures and continuous functions 
on compact spaces), combined with (7), gives 

The last equality depends on the fact that each y, is an interval in 
S2 - K, where h vanishes. 

Thus (3) holds, and the proof is complete. 

The following special case is of particular interest. 

13.7 Theorem Suppose K is a compact set in the plane, Sa - K i8 con- 
neckd, and f s H ( Q ) ,  where !J is some open set containing K .  Then there 
is a sequence { P ,  1 of polynomials such that P,(z) -, f (z) uniformly on K. 

PROOF Since now S2 - K has only one component, we need only 
one point aj to apply Theorem 13.6, and we may take aj = 60. 

13.8 Remark The preceding result is false for every compact K in the 
plane such that S2 - K is not connected. For in that case S2 - K 
has a bounded component V.  Choose a E V, put f(z) = (z - a)-I, and 
put m = max { lz - al: z E K\ . Suppose P is a polynomial, such that 
IP(z) - f(z)l < l/m f o r a l l z ~  K. Then 
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In particular, (1) holds if 2 k in the boundary of V; since the closure 
of V is compact, the maximum modulus theorem shows that (1) holds 
for every z e V; faking 2 = a, we obtain 1 < 1. Hence the uniform 
approximation is not possible. 

The same argument shows that none of the q can be dispensed with 
in Theorem 13.6. 

We now apply the preceding approximation theorems to approxima- 
tion in open sets. Let us emphasi~e that K was not assumed to be con- 
nected in Theorems 13.6 and 13.7 and that Q will not be assumed to be 
connected in the theorem which follows. 

13.9 Theorem Let Q be an open set in the plane, let A be a set which has 
onepointineachmpommtof SP -Q,andassumefeH(Q). Thenllrere 
is a sequence {R,)  of rational f u n d i m ,  with poles only in A, such that 
R,+ f uniformly on compact rrubwts of Q. 
In the q ~ C i Q 1  ease in which 8" Q Qia connecled, we may take A = { 00 ) 

and thus obtain polynomials Pn sztch that P,+ f uniformly on compact 
8ubseta of a. 

Observe that S2 - Q may have uncountably many components; for 
instance, we may have S2 - Q = { 00 j u C, where C is a Cantor set. 

PROOF Choose a sequence of compact sets Kn in Q, with the prop- 
erties specified in Theorem 13.3. Fix n, for the moment. Since 
each component of S2 - Kn contains a component of S2 - R, each 
component of S2 - K, contains a point of A, so Theorem 13.6 gives 
us a rational function R, with poles in A such that 

If now K is any compact set in Q, there exists an N such that 
K C K, for all n 2 N. It follows from (1) that 

which completes the proof. 

13.10 Remark The power series representation of holomorphic functions 
provides us with a very specific procedure of approximation by poly- 
nomials, but this process can only be applied locally (i-e., in a circular 
disc contained in the set in which the given function is holomorphic). 
Runge's theorem provides a global approximation by rational functions 
(and, in some cases, by polynomials), in a much less specific manner, 
of course. 

This global approximation leads to very simple proofs of general ver- 
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sions of the Cauchy theorem and the residue theorem. Essentially, 
any integration theorem that holds for rational functions with poles 
outside Q holds for every f E H(f2). For if y is a path in Q, then y* is 
compact and f can therefore be uniformly approximated on y * by such 
rational functions. The only other significant ingredient of the proofs 
which follow is the residue theorem for rational functions (Theorem 
10.29, with Q the whole plane) : I f  y i s  a n y  closed path in the plane which 
passea through n o  pole of the rationd function R, then 

where a l ,  . . . 9 a,  are the poles of R in the plane. 

Cauchy's Theorem 

13.11 Theorem Suppose 8 is a plane open set, and f E H(Q). 

( a )  13f y i s  a closed path in Q such that 

(1) Ind, (a) = 0 for every a E S2  - 9, 
then 

(b) I f  yo and yl are dosed paths in Q such that 

(3) Ind, (a) = Ind,, (a) for every a E S2 - a, 
then 

(c) I f  S2 - i s  eonneded, then (1) holds for every dosed path y in 8; 
hence, 80 does (2). 

N o k :  We define Ind,(-) = 0. 

PROOF By Theorem 10.29, ( a )  and (b) hold for all rational functions 
without poles in a;  as we observed above, the general case therefore 
follows from Theorem 13.9. As to (c),  Ind, (a) = 0 for every a in 
the unbounded component of the complement of y * ,  and if S2 - f2 
is connected, S2 - a lies in that component. This completes the 
proof. 

Part (b) shows under what conditions integration over one path can 
be replaced by integration over another one, without changing the value 
of the integral. 
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If Q is convex, then S2 - Q is connected. Hence (a) is a generalization 
of Theorem 10.14. 

13.12 Definition A function f is said to be meromorphic in an open set i2 
if there is a set A C i2 such that 

(a) A has no limit point in Q. 
(b) f a  H(St - A).  
( c )  f has a pole at each point of A. 

Note that the possibility A = /25 is not excluded. Thus every 
f c. H(i2) is meromorphic in St. 

Note also that (a) implies that no compact subset of 8 can contain 
infinitely many points of A and that A is therefore a t  most countable. 

We now state a general form of the residue theorem: 

13.13 Theorem Suppose f is a meromorphic function in the plane open 
set Q, Let A be the set of points in Q al which f has poles. If y i s  any closed 
path in Q - A such that Ind, (a)  = 0 for every a E S2 - St, then 

I 
-- 2?ri / Y I(.) = 1 ~ e s  v ; a )  ~ n d ,  (a). 

aeA 

PROOF Let B = { a  E A : Ind, (a) # 0O) . Every point of B lies in a 
bounded component V of S" y* such that V does not intersect 
SZ - 51, Hence B lies in the union of y* and these V's; this union 
is a compact subset of Q,  and since A has no limit point in St, we con- 
clude that B is a finite set. The sum in (I), though formally infinite, 
is therefore actually finite. 

Let al, . . . , a, be the points of B, let (pl, . . . , p, be the principal 
partsof j'atal, . . , ,a,,,andputg = f - ( p l  + + + p,). Then 
g has removable singularities a t  al,  . . . , an. If O0 = 51 - ( A  - B), 
Theorem 13,11(a) applies to  the function g and the open set Qo. 

Hence g = 0. Since the only pole of (pk is a t  ak, it follows that 

and since f and pk have the same residue a t  ak we obtain (I) .  

13.14 Homology and Homotopy We now give a brief discussion of the 
topological concepts which are relevant to Cauchy's theorem. 

Two closed paths yo and y l  in O are said to be Q-homologous if they 
satisfy condition (3) of Theorem 13.11; if y satisfies condition ( I )  of that 
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theorem, we say that y is $2-homologous to 0. Intuitively, yo is R- 
homologous to yl if yo and yl wind around each point of S" $2 the same 
number of times, and is $2~homologous to 0 if y does not wind around 
any point of SZ - $2. It is clear that $2-homology is an equivalence rela- 
tion in the set of all closed paths in $2. 

The notion of homotopy (also an equivalence relation) formalizes the 
notion of deforming one curve to another: 

Suppose yo and yl are closed curves in a topological space X, both with 
parameter interval I = [0,1]. We say that yo and yl are X-homotopic if 
there is a continuous mapping of the unit square 12 = I X I into X 
such that 

for all s E I and t E I. Setting y,(t) = h(s,t), (I) gives what one calls 
a one-parameter family of closed curves y, in X, which connects yo and yl. 

If yo is X-homotopic to a constant mapping yl (i.e., if y,* consists of 
just one point), we say that yo is nulbhomotopic in X. Intuitively, this 
means that yo can be shrunk to a point within X. 

The class of simply connected regions is defined in terms of homotopy, 
as we shall see presently, and there are impoxtant relations between 
homotopy and analytic continuation. As far as Cauchy's theorem is 
concerned, homology is of greater significance. Theorem 13.11 shows 
this. The two concepts are related in the following manner. 

13.15 Thcorem Suppose yo and 71 are closed paths in  0. If these paths 
are ahornotopic, they are also i2-homologotm. If yo .is null-homotopic in $2, 
then 70 is  SO $ ~ - ~ O ~ O Z O ~ O U S  t~ 0. 

PROOF Clearly, it is enough to prove the first assertion. So assume 
yo and 71 are Q-homotopic, with parameter interval [0,1], let h be a 
mapping of 12 into Q with the properties listed in 13.14(1), and let 
(7,) be the corresponding oneparameter family of closed curves in 
n, for o 5 s 5 I. 

There is now a minor difficulty, due to the fact that we have defined 
the index only for closed paths, not for closed curves. We can circum- 
vent this in two ways. One is to prove that if yo and yl are differ- 
entiable, and if there is a continuous mapping h with the required 
properties, then there is also a differentiable mapping h with these 
properties, so that the resulting y, will actually be paths. 

The other way is to define the index for a l l  closed carves, in the 
following way. Let I' be a closed curve, with parameter interval 
[0,2r], say, and assume a q! r*. r can be uniformly approximated on 
[0,%] by trigonometric polynomials r,. As soon as n and m are 
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large enough, Theorem 10.35 can be applied fo I', - a and r, - a 
and it shows that Indr, (a) = Indr, (a). Define this common value 
to be Indr (a). It is easy to see that the result does not depend on 
the particular choice of [1', 1, and it is also easy to verify that Theorem 
10.35 now holds for closed curves and not merely for closed paths. 
We leave it to the reader to  check the details. 

In any case, the uniform continuity of our mapping h of I2  into 0 
now implies that Ind,, (a) is, for each a r S2 - Q, a continuous func- 
tion of s on [0,1]. Every integer-valued continuous function is con- 
stant on [O, 11. Hence y ,, and y~ are 0-homologous. 

13.16 Example The converse of Theorem 13.15 is false. To show thie, 
we shall construct a path yo in a region 0 so that yo is S1-homologous to 0 
without being null-homotopic in 0. 

Let M be the center of a square with vertices A, B, C, and D;  let P and 
& be interior points of the triangles AMD and BCM, respectively; and let 
St be the plane region whose complement consists of the points P and Q. 
Let yo be the piecewise linear path ADBCDACBA. That is to  say, yo 
consists of the interval [AD],  followed by [DB], etc. Since [AD] cancels 
[DA] and [BC] cancels [CB] in every integral over yo, we see that yo is 
 homologous to the path yl: ACDBA. Since P and Q me in the 
unbounded component of the complement of y:, yl is  homologous to 0, 
and hence the same is true of 70. But 7 0  cannot be shrunk to a point 
within Q. This should be clear from a picture of yo. A formal proof 
(using the tools of algebraic topology) would depend on properties of the 
fundamental group of Q. 

Simply Connected Regions 

13.17 Definition A plane region 0 is said to be simply connected if every 
closed curve in is null-homotopic in 0. 

(A similar definition can of course be made in the class of all arcwise 
connected topological spaces.) 

Simply connected regions play a pa~.ticularly important role in the 
theory of holomorphic functions, for the following reason. 

13.18 Theorcm For a plane region 0, each of Ihe following eight conditions ' 

implies all the others. 

(a) 0 is b m m h i c  to the open unit disc U. 
(b) St is simplg mmcls&. 
(c) S" 0 is conmeled. 
(a') Ind, (cr) = 0 for every closed palh y in 0 and for every a E S2 - Q. 



Approximation by rational functions 

(e) For every f E H(O) and every closed path y in Q, 

(f) T o  every f r H ( a )  there corresponds an F E H(O) such that F' = f. 
( g )  Iff E H (O) and f has no zero in 8 ,  there exisb a g E H(O) such that 

f = exp (8). 
(h)  Iff E H ( 8 )  and f has no  zero in O, there exists a p r H ( Q )  suclt that 

f = $02. 

The assertion of (g) is that f has a "holon~orphic logarithm" g in Q ;  (h)  
asserts that f has a "holomorphic square root" q in 0; and (e)  says that 
the Cauchy theorem holds for every closed path in a simply connected 
region. 

PROOF ( a )  implies (b). To say that is homeomorphic to U means 
that there is a continuous one-to-one mapping + of 8 onto U whose 
inverse #-l is also continuous. If y is a closed curve in 0 ,  with 
parameter interval [O, 11, put 

Then h is a continuous mapping of the unit square into fl; 

since y(0)  = y ( 1 ) ;  h(0,t) = #-l(O), a coaqtant; and h(1,t) = ?(t) .  
Thus O is simply connected. 

(b) implies (c) .  Assume (c) is false. Then there are disjoint open 
sets V and W in S2 whose union covers S2 - O and such that both V 
and W intersect S2 - 0. Let W be the one which contains 00, and put 

Then K # @, and K is compact since P is compact and 

There is a positive number q such that every closed square of edge 
7 which intersects K lies in V. Construct a grid whose horizontal 
and vertical lines partition the plane into squares of edge q, let A be 
the union of those (finitely many 1) closed grid squares which intersect 
K ,  let B be one component of A (so B n K # @), and let C be the 
union of B and the bounded components of the complement of B (C 
is obtained by filling the holes of B ) .  The boundary of C consists of 
finitely many intervals which join to a closed curve y in V - K ,  such 
that Ind, (a) = 1 for all a r B n K. Since a f a, Theorem 13.15 
shows that y is not null-homotopic in a, so (b) f&. 
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(c) implies (d) and (d) implies (e). This is part of Theorem 13.11, 
(e) implies 0. Assume (e) holds, h zo r 8, and put 

where r(z) is any path in 8 from zo to z. This defines a function F 
in 8. For if rl(z) is another path from zo to z (in Q), then r followed 
by the opposite of rl is a closed path in Q, the integral off  over this 
closed path is 0, so (3) is not affected if r(z) is replaced by l?l(z). 
We now verify that F' = f. Fix a E 8 ,  There exists an r > 0 such 
that D(a;r) C 8. For z E D(a;r) we can compute F (z) by integrating 
f over a path J?(a), followed by the interval [a,z]. Hence, for 
z r D'(a;r), 

F(z) - F(a) 1 
z - a  

and the continuity of f  a t  a now implies that F'(a) = f(a), as in the 
proof of Theorem 10.14. 
(f) implies (g). Iff E H(8) and f has no zero in 8, then f'/f E H(8), 

and (f) implies that there exists a g r H (8) so that g' = f'/f. We can 
add a constant to g, so that exp {g(zo) j - f (zo) for some zo E Q. Our 
choice of g shows that the derivative of fe-9 is 0 in a, hence f r o  is 
constant (since Q is connected), and it follows that f = eg. 

(9) implies (h). By (g), f = eo. Put q = exp (4g). 
(h) implies (a). If 0 is the whole plane, then S l  is homeomorphic to 

U: map z to z/(l + 1~1)- 
If 8 is a proper subregion of the plane which satisfies (h), then 

there actually exists a holomqhic homeomorphism of 8 onto U (a 
conformal mapping). This assertion is the Riemann mapping t h e  
orem, which is the main objective of the next chapter, Hence the 
proof of Theorem 13.18 will be complete as soon as the Riemann 
mapping theorem is proved. (See the note following the statement 
of Theorem 14.8.) 

The fact that (g) holds in every simply connected region has the follow- 
ing consequence (which can also be proved by quite elementary means) : 

13.19 Theorem If f E H(8), where 8 i s  any open set in the plane, and iff 
has no m o  in 0, then log If 1 is hamtonic in 8. 

Paoor To every disc D C 8 there corresponds a function g r H(D) 
such that f = e@ in D. If u = Reg, then u is harmonic in D, and 
If\ = eU. Thus log 1 f l  is harmonic in every disc in 8, and this gives 
the desired conclusion. 
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Exercises 

1 Complete the details in the proof of Theorem 13.15. 
2 Prove that every nieromorphic function on S2 is rational. 
3 Suppose Q is a simply connected region, f r. H(Q), f has no zero in 

Q ,  and n is a positive integer. Prove that there exists a g E H(Q)  
such that gn = f. 

4 Let Q = {x :  121 < 1 and 122 - 11 > I ) ,  andsuppose f E H ( Q ) .  
(a) Must there exist a sequence of polynomials P,  such that P, -+ f 

uniformly on compact subsets of Q? 
(b) Must there exist such a sequence which converges to f uni- 

formly in Q? 
(c) Is the answer to (b)  changed if we require more off, namely, 

that f be holomorphic in some open set which contains the 
closure of Q? 

5 Is there a sequence of polynomials P, such that P,(O) = 1 for 
n =  1, 2, 3, . . . ) but P,(z ) -+O for every z # O , a s n - +  m ?  

6 Is there a sequence of polynomials P, such that 

1 i f I m z > O ,  
lim Pn(z) = 0 if z is real, 
n+ OD -1 i f I m x < O ?  

7 For n = 1, 2,  3, . . . , let A, be a closed disc in U, and let L, be 
an arc (a homeomorphic image of [0,1]) in U - A, which intersects 
every radius of U. There are polynomials P, which are very 
small on A, and more or less arbitrary on L,. Show that {A, 1, 
{ L, ) ,  and ( P , }  can be so chosen that the series f = ZPn defines a 
function f e H(U) which has no radial limit at any point of T. In 
other words, for no real 0 does lim f(rei@) exist. 

-1 

8 Here is another construction of such a function. Let (nk) be a 
sequence of integers such that nl > 1 and nk+l > 2knk. Define 

Prove that the series converges if 1x1 < 1 and prove that there is a 
constant c > 0 such that Ih(z) [ > c 5"for all twith Jtl = 1 - ( l /n,) .  
[Hint: For such x the mth term in the series defining h(z) is much 
larger than the sum of all the others.] 

Hence h has no finite radial limits. 
Prove also that h must have infinitely many zeros in U .  (Com- 

pare with Exercise 4, Chap. 12.) In fat, prove that to every 
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complex number a there correspond infinitely many z a U at 
which h(z) = a. 

9 Show that in Theorem 13.9 we need not assume that A intersects 
each component of S2 - Q. It is enough to assume that the 
closure of A intersects each component of S2 - 51. 

10 Prove the following general form of Rouchb's theorem: Let $2 be 
the interior of a compact set. K in the plane. Suppose f and g are 
continuous on K and holomorphic in Q, and I f  ( 2 )  - g(z) 1 < ] f ( 2 )  1 
for all z e K - a. Then f and g have the same number of zeros 
in Q. 

11 Let A be the annulus { z :  rl < lzl < rz}, where rl and rt are given 
positive numbers. 
(a) Show that the Cauchy formula 

is valid under the following conditions: f r H(A), 

rl + e < < r2 - e, 
and 

(b) Show by means of (a) that every f s H(A) can be decom- 
posed into a sum f = fi + f2, where f 1 a H (D( .cr ;rl)) and 
fi r H (D(0;rz)) ; the decomposition is unique if we require 
that f1(m) = 0. 

(c) Use this decomposition to associate with each f E H(A) its so- 
called "Laurent wries" 

which converges to f in A. Show that there is only one such 
series for each f. Show that it converges to f uniformly on 
compact subsets of A. 

(d) Iff a H(A) and f is bounded in A, show that the components 
fl and f2 are a h  bounded. Show that f then has radial limits 
$ at  almost all points of the boundary of A and that the 
Cauchy formula (a) holds with e = 0 and with f* in place of 
f in the integrand. 

(e) How much of the foregoing can you extend to the case rl = 0 
(01 r 2  = 00,  or both)? 

Cf) How much of the foregoing can you extend to regions bounded 
by finitely many (more than two) circles? 
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12 It is required to expand t;hc function 

00 

in a series of the forn1 2 c,zn. - m 

How many such expansions are there? In which region is each 
of them valid? Find the coefficients c, e~plicit~ly for each of these 
expansions. 

13 Suppose Q is a horizontal strip, determined by the inequalities 
a < y < b, say. Suppose j E H(Q) ,  and $(z) = j(z + 1) for all 
z E a. Prove that f has a Fourier expansion in 4 

which converges unjformly in (2: a + E 5 y 5 b - e ) ,  for every 
c > 0. Hint: The map z -+ e2riz converts $ to a function in an 
annulus. 

Find integral formulas by means of which the coefficients c, can 
be computed from j. 

14 Suppose f n  e H(Q) (n = 1, 2, 3, . . .), f isa complex functionin Q, 
and j(z) = lim f , ( x )  for every x e Q. Prove that Q has a dense 

n-+ 00 

open subset V on which j is holomorphic. Hint: Put 4p = sup I fa]. 
Use Baire's theorem to prove that every disc in Q contains a disc 
on which p is bounded. Apply Exercise 17, Chap. 10. (In gen- 
eral, V # il. Compare Exercises 5 and 6.) 

15 Prove Theorem 13.4 by direct computation (without interveiltion 
of a circle). 

16 Suppose 0 is a region, f E H (Q), and $ $ 0. Prove that f has a 
holomorphic logarithm in if and only i f f  has holomorphic nth 
roots in for every positive integer n. 

17 Suppose f E H(Q), 2 0  e Q, m is a positive integer, and f has a zero 
of order m at zo. Prove the existence of a neighborhood V of 20 

and of a function g e H(V) which maps V in a one-to-one fashion 
onto D(O;r), for some r > 0, and such that f(z) = b(z)lm for all 
Z E  V. 

Observe that this is a more precise statement than that fur- 
nished by Theorem 10.32. Namely, j = h 0 g, where g is oneto- 
one in V, and h(w) = wm. 
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Preservation of Angles 

14.1 Definition Each complex number z # 0 determines a direction from 
the origin, defined by the point 

(1) 
on the unit circle. 

Suppose f is a mapping of a region fi into the plane, zo E Q, and zo has a 
deleted neighborhood Df(zO;r) C G in which f(z)  # f (zo) .  We say that 
f presmee angles dt zo if 

exists and i s  independent of 8. 
In  less precise language, the requirement is that for any two rays L' 

and L", starting at zo, the angle which their images f (L1)  andf (Lt t )  make 
at  f(z0) is the same as that made by L' and L", in size as well as in 
orientation. 

The property of preserving angles at each point of a region is character- 
istic of holomorphic functions whose derivative has no zero in that region. 
This is a corollary of Theorem 14.2 and is the reason for calling holomorphic 
functions with nonvanishing derivative conformal mappings. 

14.2 Theorem Let f map a region G into the plane, I f  ~ ' ( z o )  exists at 
some zo c $2 and ,f'(zo) # 0, then f preserves angles at zo. Cunversely, i f  the 
di$erentiaE o f f  exists and i s  digerent from 0 at zo, and i f f  preserves angles at 
20, tlten j'(z0) exists and i s  d i m e a t  from 0. 

Here f l(zo) = lim V ( z )  - f(zo)l/(z - ZO),  as usual. The differential of 
f at  zo is a linear transformation L of R2 into R"ch that, writing 
20 = (xo,yo), 
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where r/(x,y j -+ 0 as x + 0 and y -+ 0, as in Definition 8.22, 

pnoop Take zo = f(zo) = 0, for simplicity. If j'(0) = a # 0, then 
it is immediate that 

so j preserves angles at 0. Conversely, if the differential off exists at 
0 and is different from 0,  then (1) can be rewritten in the form 

where q ( x )  + 0 as z -+ 0, and a and P are complex numbers, not both 
0. Iff also preserves angles at 0,  then 

exists and is independent of 8. We may exclude those t? for which 
the denominator in (4) is 0 ;  there are at  most two such t? in [ O , Z r ) ,  
For all other 8, we conclude that a + lies on a fixed ray 
through 0 ,  and this is possible only when f l  = 0. Hence a # 0, and 
(3)  implies that j'(0) = a. 

Note: No holomorphic function preserves angles a t  any point where its 
derivative is 0. We omit the easy proof of this. However, the differ- 
ential of a transformation may be 0 at a point where angles are preserved. 
Example: f ( 2 )  = J z [ z ,  zo = 0. 

Linear Fractional Transformations 

14.3 If a, b, c, and d are complex numbers such that ad - bc # 0, the 
mapping 

is called a linear fractional transformation. It is convenient to regard (1) 
as a mapping of the sphere S2 into S2, with the obvious conventions con- 
cerning the point 00. For instance, - d/c maps to 00 and a maps to 
a/c, if c f 0. It is then easy to see that each linear fractional transforma- 
tion is a one-to-one mapping of SZ onto S2. Furthermore, each is 
obtained by a superposition of transformations of the following types: 

(a) Translations: z -, z + b. 
(b)  Rotations: z -+  az, la1 = 1 .  
(c)  Homotheties: z -, o;z, r > 0.  
(dj Inversion: z -+ l / z .  
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If c = 0 in (I), this is obvious. If c # 0, it follows from the identity 

The first three types evidently cany lines to lines and circles to circles. 
This is not true of (4. But if we let 5 be the family consisting of all 
straight lines and all circles, then S is preserved by (d), and hence we 
have the important result that S is preserved by every linear fractional 
transformation, (It may be noted that when 5 is regarded as a family of 
subsets of S" then 5 consists of d l  circles on 82, via the stereographic 
projection 13.1(1); we shall not use this property of 5 and omit its proof.) 

The proof that 5 is preserved by inversion is quite easy. Elementary 
analytic geometry shows that every member of 5 is the locus of an equation 

where a and y are real constants and Cp is a complex constant, provided 
that 68 > cry. If cr # 0, (3) defines a circle; a = 0 gives the straight 
lines. Replacement of z by l /z  transformi (3) into 

which is an equation of the same type. 
Suppose a, b, and c are distinct complex numbers. We construct a 

linear fractional transformation (p which maps the ordered triple fa,b,c) 
into f 0,l , co 1 ,  namely, 

There is only one such p. For if v(a) = 0, we must have z - a in the 
numerator; if p(c) = co, we must have z - c in the denominator; and if 
p(b) = 1, we are led to (5). If a or b or cis co, formulas analogous to (5) 
can easily be written down. If we follow (5) by the inverse of a trans- 
formation of the same type, we obtain the following result: 

For any two ordered triples (a,b,c) and (a',b',c'J in S2 there is one and 
only one linear fractional tramformation which maps a to a', b to b', and 
c to c'. 

(It is of course assumed that a # b, a # c, and b # c, and likewise for 
a', b', and c'.) 

We conclude from this that every e h l e  can be mapped onto every 
circle by a linear fractional transformation. Of more interest is the fact 
that every circle can be mapped onto every straight line (if is regarded 
as part of the line) and hence that every open disc can be conformally 
mapped onlo every open half plane. 
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Let us discuss one such mapping more explicitly, namely, 

This p maps f - l , O , l  f to { O , l ,  co ) ; the segment (- 1,1) maps onto the 
positive real axis. The unit circle T  passes through - 1 and 1 ;  hence 
p ( T )  is a straight line through s ( - l )  = 0 .  Since T  makes a right angle 
with the real axis a t  -1, p ( T )  makes a right angle with the real axis at 0. 
Thus (o(T) is the imaginary axis. Since p(0) = 1, it follows that (O is a 
conformal one-to-one mapping of the open unit disc onto the open right half 
plane. 

The role of linear fractional transformatioris in the theory of conformal 
mapping is also well illustrated by Theorem 12.6. 

14.4 Linear fractional transformations make it possible to transfer 
theorems concerning the behavior of holomorphic functions near straight 
lines to situations where circular arcs occur instead. It will be enough 
to illustrate the method with an informal discussion of the reflection 
principle. 

Suppose 0 is a region in U, bounded in part by an arc L on the unit 
circle, and f is continuous on 8, holomorphic in Q, and real on L. The 
function 

z - i  
#(4 = 

maps the upper half plane onto U. If g = f 0 $, Theorem 11.17 gives 
us a holornorphic extension G of g, and then F = G 0 $-I gives a holo- 
morphic extension F off which satisfies the relation 

where z* = 1 /z. 
The last assertion follows froin a pi.opert,y of 9: If w = $ ( x )  and 

W I  = $ ( E ) ,  then wl = w*, as is easily verified by computation. 
Exercises 2 to  5 furnish other applicatioils of this technique. 

Normal Fa milies 

The Rienlann mapping theorem will be proved by exhibiting the map- 
ping function as the solution of a certain extremum problem. The 
existence of this solution depeiids on a very useful conlpactness property 
of certain families of holomorphic functions which we now formulate. 

14.5 Definitio~l Suppose 5 C H ( Q ) ,  for some region 0. We call 5 a 
normal Samily if every sequence of members of 5 contains a subsequence 
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which converges uniformly on compact subsets of St. The limit function 
is not required to belong to 3. 

(Sometimes a wider definition is adopted, by merely requiring that 
every sequence in 5 either converges or tends to 00, uniformly on compact 
subsets of Q. This is well adapted for dealing with meromorphic 
functions.) 

14.6 Theorem Suppose 5 C H(Q) and 5 ia uniformly bounded on each 
compact subset of the region Q. Then 5 is a normal family. 

PROOF The hypothesis means that to each compact K C Zt there 
corresponds a number M ( K )  < co such that [f (z)l 2 M(K)  for all 
f e 5 a n d a l l z e K .  

Let ( K , )  be a sequence of compact sets whose union is Q, such that 
K, lies in the interior of such a sequence was constructed in 
Theorem 13.3. Then there exist positive numbers 8,  such that 

Consider two points z' and zf' in K,, such that Jz' - z"1 < &, 
let y be the positively oriented circle with center at  zf and radius 
28,, and estimate If(zf) - f(z")l by the Cauchy formula. Since 

1 I I -- I - z' - Z - 
f - zf f - zf' (f - z')(t - st')' 

we have 

and since ){ - z'l = 26, and It - z"J > 6 ,  for all t c y*, (2) gives 
the inequality 

valid for all f r 5 and all zf and z" E K,, provided that lz' - zttl < 6,. 
This was the crucial step in the proof: We have proved, for each 

K,, that the restrictions of the members of 5 to K, form an equicon- 
t h o u s  family. This means, by definition, that to each e > 0 
there corresponds a 8 > 0 such that I f(x') - f (2'') 1 < e for all f r 5 
and all zf and z" r K ,  for which lz' - zt'l < 6. A glance a t  (3) shows 
that this requirement is satisfied by 

Now let { f,] be a sequence in 5; Choose a countable dense subset 
( ~ i )  of a. Since if,&)) is bounded at  each r r n, (f,] has a sub- 
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sequence, say ( f,,lf, which converges at  21. From ( f m V l )  we can 
extract a subsequence, say { fm,2 1, which also converges a t  z2. Pro- 
ceed in this manner. We obtain sequences {fm,i)  which converge a t  
zi and such that { fm,i] is a subsequence of { fm , i - l ) .  The "diagonal 
sequence" { f,,,) then converges a t  every one of our points zi. 

We claim that { f,,,) actually converges uniformly on each K, 
(and hence on each compact subset K of Zt). 

Fix K,, fix E > 0, and choose 8 as in (4). There are points 
21, . . . , z, of our set {zi] such that K ,  lies in the union of the discs 
D(zi;G), i = 1, . . . , p, and there is an integer N such that 

if T > N ,  s > N ,  and 1 5 a 5 p. 
To every z E K ,  there corresponds a z; so that I i 5 p and 

Ix - Z ~ I  < 6. Then If,,r(z) - f8,,(z)[ is not larger than 

(6) Ifr.r(z) - fr,+(zi)l + Ifr,t(zi) - fc,s(zi)I + If*,s(zi) - f~.s(z)I. 

The first and third differences in (6) are less than e, by our choice 
of 6 ;  the second term is less than e if r > N and s > N. Hence 

for every z E K,, if r > N and s > N. 
This completes the proof. 

The Riemann Mapping Theorem 

14.7 Conformal Equivalence We call two regions Ol and Q2 cmjorma2ly 
equivaknt if there exists a p E H(Ql) such that p is one-to-one in ill and 
such that p(&) = Q2, i.e., if there exists a conformal one-to-one mapping 
of R1 onto a2. Under these conditions, the inverse of p is holomorphic in 
Q2 (Theorem 10.34) and hence is a conformal mapping of R 2  onto QI. 

It follows that conformally equivalent regions are homeomorphic. 
But there is a much more important relation between conformally equiva- 
lent regions: If p is as above, f + f 0 p is a one-to-one mapping of H(02) 
onto H(O1) which preserves sums and products, i.e., which is a ring iso- 
morphism of H (as) onto H(O1), If Ql has a simple structure, problems 
about H (Q2) can be transferred to problems in H (a,), and the solutions 
can be carried back to H(&) with the aid of the mapping function p. 

The most important case of this is based on the Riemann mapping theo- 
rem (where O2 is the unit disc U), which reduces the study of H (S1) to 
the study of H(U), for any simply connected proper subregion of the 
plane. Of course, for explicit solutions of problems, it may be necessary 
to have rather precise information about the mapping function. 
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14.8 Theorem Every simply c m c M  region Q in the plane (other than 
the plane itself) is conformlly equivalent to the open unit clisc U. 

Note: The case of the plane clearly has to be excluded, by Liouville's 
theorem. Thus the plane is not conformally equivalent to U, although 
the two regions are homeomorphic. 

The only property of simply connected regions which will be used in 
the proof is that every holomorphic function which has no zero in such a 
region has a holomorphic square root there. This will furnish the con- 
clusion "(h) implies (a)') in Theorem 13.18 and will thus complete the 
proof of that theorem. 

PROOF Suppose R is a simply connected region in the plane and let 
wo be a complex number, wo # R. Let Z be the class of all 9 r H(Q) 
which are one-to-one in Q and which map into U. We have to 
prove that some # E Z maps Q d o  U. 

We first prove that Z is not empty. Since is simply connected, 
thereexistsaprH(n) so that pS(z) = z - w ~ i n Q :  Ifp(zl) = p(zs), 
then also p2(z1) = p2(z2)? hence zl = z2; thus p is one-to-one. The 
same argument shows that there are no two points zl and z2 in Q such 
that p(zl) = -p(z2). Since p is an open mapping, p(Q) contains a 
disc D(a;r), with 0 < r < ]al. The disc D(-a;r) therefore fails to  
intersect p(Q), and if we put 9 = r/(p + a), we see that 9 E 2. 

The next step consists in showing that if 9 r Z, if #(a) does not 
cover all of U, and if zo E Q, then there exists a r 2: with 

It will be convenient to use the functions p, defined by 

For a r U, pa is a one-to-one mapping of U onto U ;  its inverse is 
p-, (Theorem 12.4). 

Suppose 9 r Z, CY r U ,  and a # #(a). Then pa 0 9 r Z, and p, 0 9 
has no zero in Q; hence there exists a g r H(Q) such that g2 = ( ~ 4 !  Q #. 
We see that g is one-to-one (as in the proof that Z # @), hence g r 2; 
and if = p f l o  gg, where p = g(zO), it follows that 91 r Z. With the 
notation w2 = s(w)) we now have 

Since #I(zo) = 0, the chain rule gives 

#'(no) = F1(O)#i (zo) 
where F = p-, 0 s 0 p+ We see that F(U) C U and that F is not 
one-to-one in U. Therefore IFf(0)I < 1, by the Schwars lemma 
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(see Sec. 12.5), so 1$'(z0)/ < I$:(zo) 1 .  [Note that $'(zO) # 0, since $ 
is one-to-one in Q.] 

Fix 20  E Q ,  and put 

The foregoing makes it clear tha% any h r I: for which Ih'(zo)l = 7 

will map onto U .  Hence the proof will be completed as soon as 
we prove the existence of such an h. 

Since I$(z)I < 1 for all IC, E I: and z r a, Theorem 14.6 shows that 
I: is a normal family. The definition of 7 shows that there is a 
sequence {$,I in I: such that 1$A(zo)l-+ 7, and by the normality of 2 
we can extract a subsequence (again denoted by ($,I, for simplicity) 
which converges, uniformly on compact subsets of i2, to a limit 
h r H(Q). By Theorem 10.27, Ih'(z0) 1 = 9. Since I: z %, > 0, 
so h is not constant. Since $,(a) C U, for n = 1, 2, 3, . . . , we 
have h(Q) C 0, but the open mapping theorem shows that actually 
h(Q) C U. 

So all that remains to be shown is that h is one-to-one. Fix dis- 
tinct points zl and z2 E a; put a = h(z1) and a, = $,(zl) for n = 1, 
2, 3, . . .; and let D be a closed circular disc in a with center at z2, 
such that zl g! D and such that h - a has no zero on the boundary 
of D. This is possible, since the zeros of h - a have no limit point 
in O .  The functions $, - a, converge to h - a, uniformly on D ;  
they have no zero in D, since they are one-to-one and have a zero 
at zl; it now follows from Rouchb's theorem that h - a has no zero 
in D; in particular, h(zz) # h(zl). 

Thus h E I:, and the proof is complete. 

A more constructive proof is outlined in Exercise 26. 

14.9 Remarks The preceding proof also shows that h(zo) = 0. For if 
h(zo) = 6 # 0, then pa 0 h E I:, and 

I t  is interesting to observe that although h was obtained by maximizing 
I$'(zo) 1 for $ r Z, h also maximizes I f'(zo) I i f f  is allowed to range over the 
class consisting of all holomorphic mappings of Q into U (not necessarily 
one-to-ne). For iff is such a function, then g = f 0 h-I maps U into CT, 
hence ]g'(O)l 1, with equality holding (by the Schwarz lemma) if and 
only if g is a rotation, so the chain rule gives the following result: 

Iff r H(Q), f (a) C U ,  and zo E Q, then I f'(zo) 1 ,< Iht(z0)]. Equality hold 
if and only if f (z) = Xh(z), for some constant X with /XI  = 1. 
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The Class s 
14.10 Definition $, is the class of all f r H ( U )  which are one-bone in U 
and which satisfy 

Thus every f r S has a power series expansion 

The class of all F such that 1 / F  r $, will also be of interest ; every such F 
has a pole of order 1 at  z = 0, with residue 1, and is holomorphic in 
U - f 0 ) .  Hence 

1 
w 

F(z)  = - z + 1 anzn ( z  e U). 

The class $, is not closed under addition or multiplication, but has many 
other interesting properties. We shall develop only a few of these in this 
section. Theorem 14.15 will be used in the proof of Mergelyan's theorem, 
in Chap. 20.  

14.11 Example The function 

is a member of 8. 
For if f(z) = f(w),  then ( z  - w ) ( l  + mu) = 0 ,  and the second factor 

is not 0 if lzl < 1 and [wl < 1. 
We leave it to the reader to find f ( U )  for this f .  

14.12 Theorem (a) If j r S, la1 = 1, and g(z)  = ~ j ( a z ) ,  then g r s .  

(b)  Iff a there exists a g E s such that 

PROOF (a) is clear. To prove (b), write f ( z )  = zcp(z).  Then 
p E H ( U ) ,  g ( 0 )  = 1, and (p has no zero in U, since f has no zero in 
U - { 0 j . Hence there exists an h e H ( U )  with h ( 0 )  = 1, h2(z) = (p(z). 
Put 

Then g3(z) = z2h2(z2) = z2g(z2) = f(z2),  so that ( 1 )  holds. It is clear 
that g(0)  = O a n d g ' ( 0 )  = I .  Wehaveto show that g isone-to-one. 
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Suppose z and w E U and g(z)  = g(w).  Since f is one-to-one, (1 )  
implies that  z2  = w2.  So either z  = w (which is what we want to 
prove) or z  = - w. In the latter case, ( 2 )  shows that g(z)  = - g(w) ; 
it follows that g ( x )  = g(w) = 0, and since g has no zero in U - { O ) ,  
we have z  = w = 0. 

14.13 Theorem If 1 / F E S and 

then 

( 2 )  

This is usually called the area theorem, for reasons which will become 
apparent in the proof. 

PROOF The choice of a. is clearly irrelevant. So assume a* = 0. 
Neither the hypothesis nor the conclusion is affected if we replace 
F(z )  by XF(Xz) ( \ X I  = 1).  So we may assume that a1 is real. 

For 0 < r < 1, put U, = { z :  lzl < r ) ,  C, = { z :  121 = T ) ,  and 
V ,  = { z :  r < 121 < 1 } . Then F ( U , )  is a neighborhood of co (by the 
open mapping theorem, applied to 1/ F )  ; and F ( U,), F(Cr) ,  and F ( V r )  
are disjoint, since F is one-to-one. Write 

F = u + i v ,  and 

For z = ret4, we then obtain 

(5)  u =  A c o s e + R e p  and v =  - B s i n 8 + I m s .  

Divide Eqs. (5) by A and B, respectively, square, and add: 

u2 u2 - 2 cos 8 2 sin 8 # + p =  1 + A Re p + (y) - - B 

By (3), 46 has a zero of order at  least 2 at the origin; and if we keep 
account of (4), it follows that there exists an q > 0 such that, for d 
sufficiently small r, 
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This says that F(C;) is in the interior of the ellipse Er whose semi- 
axes are A d w a  and B +'I + sr3, and which therefore bounds 
an area 

Since F(Cr) is in the interior of E,, we have E, C F(u,); hence 
F(V,) is in the interior of E,, so the area of F(V,) is no larger than 
(7).  The Cauchy-Riemann equations show that the Jacobian of the 
mapping ( x , ~ )  -+ (up) is IF'I3. Theorem 8.26 therefore gives the 
following result : 

If we divide (8) by u and then subtract r-2 from each side, we obtain 

for all sufficiently small r and for all positive integers N. Let r -+ 0 
in (9), then let N -+ a. Thig gives (2). 

Corollary Under the game hypothesis, (a11 5 1. 

That this is in fact best possible is shown by F ( z )  = (l/z) + ax ,  
la) = 1, which is one-to-one in U. 

14.14 Theorem Iff &S, and 

The second assertion is that f (U) co~ltains all w with Iwl < +. 
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PROOF By Theorem 14.12, there exists a g r S so that g2(z)  = f(z2). 
If G = l / g ,  then Theorem 14.13 applies to G, and this will give (a). 

Since f(z7 = z2(1 + a2z2 + *), 

we have g(z) = ~ ( 1  + + a a ~ ~  + - - .), 
1 1 a2 and hence G(z) = - (1 - +azz2 + -) = - - - 2 ~ +  * * * .  
Z 

The Corollary to  Theorem 14.13 now shows that la2) < 2. 
To prove (b), suppose w # f ( U) .  Define 

Then h r H ( U), h is one-to-one in U, and 

so that h r 8. Apply (a) to h: We have (as + ( l / w ) (  5 2, and since 
]az[ 5 2, we finally obtain Il/wl 5 4. So Iwl 2 a for every w # f ( U). 

This completes the proof. 

Example 14. 11 shows that both (a)  and (b) are best possible; the point 
-4 is not in f (U)  for this particular f e 8. 

14.15 Theorem Suppose 1/F & S, wl q! F(U),  and w2 # F(U). Then 
1.11 - w2( I 4. 

PROOF I f  f = 1/ (F  - wl), then f e 8, hence f (U) 3 D(O;+), so the 
image of U under F - wl contains all w with Iwl > 4. Since 
wz - wl is not in this image, we have Iw2 - W L I  < 4. 

Note that this too is best possible: If F(z)  = r1 + z, then F(U)  does 
not contain the points 2, -2. In  fact, the complement of F(U) is pre- 
cisely the interval 1-2,2] on the real axis, 

Continuity at the Boundary 

Under certain conditions, every conformal mapping of a simply con- 
nected region onto U can be extended to a homeomorphism of its 
closure 0 onto 0. The nature of the boundary of Q plays a decisive 
role here. 

14.16 Definition A boundary point p of a simply connected plane region 
!J will be called a simple boundary point of if @ has the following property: 
To every sequence {a,] in Q such that a, + 8 trss n -, there come- 
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sponds a curve r, with parameter interval [0,1], and a. sequence { t ,  1, 
0 < t1 < t2 < . + , 1,--+ 1, such that y(tn) = a, ( n  = 1,  2, 3, . . .) 
and y ( t )  e Q for 0 < t < 1. 

In other words, there is a curve in Q which passes through the poirits 
a, and which ends at fl. 

14.17 Examples Since examples of simple boundary points are obvious, 
let us Iook at some that are not simple, 

If Q is U - { x :  0 5 x < 1 ) , then Q is simply connected; and if 
0 < P L 1, B is a boundary point of Q which is not simple. 

To get a more complicated example, let $20 be the interior of the square 
with vertices at the points 0 ,  1, 1 + i, and i. Remove the intervals 

from QO. The resulting region is simply connected. If 0 5 y < 1,  
then iy is a boundary point which is not simple. 

14.18 Theorem Let Q be a bounded simply connected region in the plane, 
and let-f be a mformul mapping of 52 onto U. 

( a )  I f  B f:s a simple boundary point of Q, then f has a continuous exten- 
sion t o Q u  { P I .  I f f  i s  so extended, then I f@)( = 1. 

( b )  I f  81 and (32 are distinct simple boundary points of 9 and i f  f is  
mtended to St u { P I )  u { P 2 }  as in (a) ,  then f ( P 1 )  # f&). 

PROOF Let g be the inverse off. Then g o H(U) ,  by Theorem 10.34, 
g(U) = Q, g is one-to-one, and g E H W ,  since Q is bounded. 

Suppose (a )  is false. Then there is a sequence (a,] in Q such that 
an -+ @, f ( a ~ n )  -+ W I ,  f (a~n+l )  + ~ 2 ,  and w l  # ~ 2 .  Choose y as in 
Definition 14.16, and put ( t )  = ( ( t ) ,  for 0 1 t < 1. Put 
KT = g ( I ) ( ~ ; r ) ) ,  for 0 < r < 1. Then K, is a compact subset of a. 
Since r(t) -+ @ as t -+ 1, there exists a t* < 1 (depending on r )  such 
that r ( t )  q! KT if t* < t < 1, Thus Ir(t)l > r if t* < t < 1. This 
says that [ ~ ' ( t ) ]  -+ 1 as t -, 1. Since I'(t2,) -+ W I  and r(t~,+~) + w2, 
we also have lwll = Iw4 = 1. 

It now follows that one of the two open arcs J whose union is 
T - ( { w l ]  u { w 2 ) )  has the property that every radius of U which 
ends at a point of J intersects the range of r in an infinite set. Note 
that g ( r ( t ) )  = y(t)  for 0 5 t < 1 and that g has radial limits a.e. on 
T, since g o HW. Hence 
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since g(l?(t)) -+ P as t -+ 1. By Theorem 11.22, applied to g - B, ( 1 )  
shows that g is constant. But g is one-to-one in U, and we have a 
contradiction. Thus wl  = w2 and ( a )  is proved. 

Suppose (b )  is false. If we multiply f by a suitable constant of 
absolute value 1, we then have P1 # P2 but f (PI) = f ( P 2 )  = - I. 

Since Dl  and p2 are simple boundary points of Q, there are curves 
Ti  with parameter interval [0,1] such that yi([O,l)) C Q for i = 1 and 
2 and Ti(1)  = Pi. Put ( t )  = ( ( t ) .  Then ri([O,l)) C U, and 
( 1  = ( 1 )  = - 1 Since g ( r i ( t ) )  = yi(t) on [0,1),  there exists a 
t* < 1 such that 

and there exists a, 6 > 0 such that D(-  1 ;6 )  intersects neither 
rl([O;t*]) nor rz([o; t*]) .  

Put A ( 6 )  = U n  D(-1;s) .  Suppose 0 < r < 6 ;  by  ( 2 )  and the 
choice of 6 there are points w,  on the range of ri such that 11 + wil = r 
and 

But g(w1) - g(wz)  is the integral. of g' over the circular arc from w2 

to wl  in U ,  with center at - 1. Hence 

where q = q(r)  is the largest number such that - 1 + reie E U when- 
ever 101 < v. Then 7 < ~ / 2 ,  and if we apply the Schwarz inequality 
to (4) we find 

Integrate the right side of ( 5 )  with respect to r, over (0,s) .  The 
result is the area of g(A(6)), which is finite, since g ( A  ( 6 ) )  C Cl and Q 
is bounded. But the integral of the left side of ( 5 )  over (0,s) is a, 
unless pl = (32. 

This completes the proof of (b ) .  

14.19 Theorem If Cl i s  a bounded simply connected region in the plane atbd 
i f  every boundary point of Q i s  simple, then every conformal mapping of St 
onlo U extends to a homeomorphism of onto 0. 

PROOF Suppose f e H(Q),  f(Q) = U, and f is one-to-one. By The- 
orem 14.18 we can extend f to  a mapping of P into 0 such that 
f(a,,) -+ f(z) whenever {a,) is a sequence in Q which converges to z. 
If (z , ]  is a sequence in 0 which converges to z, there exist point8 
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a, E Q such that [an - z n [  < l /n  and I f(a,) - f(zn) 1 < I/n.  Thus 
a, -+ z, hence f(a,) -+ f(z), and this shows that f(z,) -+ f(z). 

We have now proved that our extension of f is continuous on a. 
Also, U C f(n) C u. The compactness of 0 implies that f(B) is 
compact. Hencef(Q) = 0. 

Theorem 14.18(b) shows that f is one-to-one on Q. Since every 
continuous one-to-one mapping of a compact set has a continuous 
inverse ([26], Theorem 4.17), the proof is complete. 

14.20 Remarks 

(a) The preceding theorem has a purely topological corollary: If every 
boundary point of a bounded simply connected plane region Q is 
simple, then the boundary of Q is a Jordan curve, and 0 is home* 
morphic to 0. 

(A Jordan curve is, by definition, a homeomorphic image of the 
unit circle.) 

The converse is true, but we shall not prove it: If the boundary 
of Q is a Jordan curve, then every boundary point of Q is simple. 

(b)  Suppose f is as in Theorem 14.19, a, b, and c are distinct boundary 
points of Q, and A, B, and C are distinct points of T. There is a 
linear fractional transformation 9 which maps the triple { f(a), 
f(b), f(c)) to {A,B,C) ; suppose the orientation of {A,B,C) agrees 
with that of { f (a), f (b), f (c) ) ; then 9(U) = U ,  and the function 
g = 9 0 f is a homeomorphism of 3t onto 0 which is holomorphic 
in !I and which maps { a,b,c) to prescribed values { A,B,C) . It 
follows from Sec. 14.3 that g is uniquely determined by these 
requirements. 

(c) Theorem 14.19, as well as the above remark (b), extends without 
difficulty to simply connected regions 51 in the Riemann sphere 
S2, all of whose boundary points are simple, provided that S2 - 51 
has a nonempty interior, for then a linear fractional transforma- 
tion brings us back to the case in which Q is a bounded region in 
the plane. Likewise, U can be replaced, for instance, by a half 
plane. 

(d) More generally, if f and f2  map Q1 and O2 onto U ,  as in Theorem 
14.19, then f = f2-l 0 f l  is a homeomorphism of Dl onto Hz which 
is holomorphic in ill. 

Conformal Mapping of an Annulus 

14.21 It is a consequence of the Riemann mapping theorem that any two 
simply connected proper subregions of the plane are conformally equiv- 
dent, since eacb of them is conformally equivalent to the unit disc. This 
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is a very special property of simply connected regions. One may ask 
whether it extends to the next simplest situation, i,e., whether any two 
annuli are conformally equivalent. The answer is negative. 

For 0 < r < R, let 

be the annulus with inner radius r and outer radius R. If ?, > 0, the 
mapping z -+ Ax maps A (r,R) onto A (Xr,XR). Hence A (r, R)  and A (rl,R1) 
a.re conjornz.nlly equivalent if R/r = Rl/rl. The surprising fact  is that 
this sufficient condition is also necessary ; thus among the annuli there is a 
different conformal type associated with each real number greater than 1. 

14.22 Theorem A(rl,R1) and A (r2, Rz)  are conformally equivalent i f  and 
only i f  Rl/rl = Rz/rz. 

PROOF Assume rl = r9 = 1 without loss of generality, put 

A2 = A (1, R2), and assume there exists an f E H ( A  1) so that f is one- 
to-one and j (A 1 )  = A 2. Then either I f  ( z )  1 -+ 1 as lz! + 1 or \f(z) 1 --+ Rz 
as 121 --+ 1. In  the latter case, replace f by R2/f. So we can assume 
that 1 f ( z )  1 -+ 1 as Izt -+ 1, and hence that ( f ( z )  1 -+ Rz as lzl -+ R1. 
Put 

log R2 
ff=- 

log R1 
and 

(1) U ( Z )  = log If(z)( - a log ( Z  E AI) .  

Since f has no zero in A1, log I f  1 is harmonic in A1. Our choice of 
CY shows that u(z) -+ 0 as l z l 4  1 and as ]z l+  R1. Hence u extends 
to a continuous function on al, which is 0 on the boundary of Al.  
Since nonconstant harmonic functions have no local maxima or 
minima., we conclude that u = 0. Thus 

Let D be any disc in A l .  There exists a g E H ( D )  such that 
j = exp (g) in D. By (21, 

hence exp (g/a) = h, where ?, is a constant and )XI = 1. Differ- 
entiation of this last equation gives g'(z) = a / z ,  and hence 
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Since D was arbitrary, (4 )  holds for all z r A 1. Divide (4)  by %i 
and integrate over the positively oriented circle with center at 0 and 
radius 4 E .  The left side of (4) gives rt 1, since f is a homeomorph- 
ism of A onto A2, The right side gives cr. Hence a = 1, so Rt = Rl. 

Exercises 

1 Find necessary and sufficient conditions which the complex num- 
bers a, b, c, and d have to satisfy so that the linear fractional 
transformation z --, (az + b) / (cz  + d) maps the upper half plane 
onto itself. 

2 In Theorem 11.17 the hypotheses were, in simplified form, that 
Q C D+, L is on the real axis, and Im f (z)  + 0 as z -+ L. Use this 
theorem to establish analogous reflection theorems under the fol- 
lowing hypotheses : 
(a) St C D+, L on real axis, [f(z)l + 1 as z + L. 
(b)  Q C U ,  L C T ,  If(z)l-+ 1 as z--, L. 
(c)  St C U ,  L C T ,  I m f ( z )  -+ 0 as z +  L. 

In case (b), iff has a zero at CY E It, show that its extension has a 
pole at 1 / ~ .  What are the analogues of this in cases (a )  and (c)? 

3 Suppose R is a rational function such that 1R(z) 1 = 1 if lzl = 1. 
Prove that R is of the form 

where c is a constant, m is an integer, and al, . . . , ak are com- 
plex numbers such that a, # 0 and la,l # 1. Note that each of 
the above factors has absolute value 1 if lzl = 1. 

4 Obtain an analogous description of those rational. functions which 
are positive on T. 
Hint: Such a function must have the same number of zeros as 

poles in U. Consider products of factors of the form 

where < 1 and 161 < I. 
5 Suppose f is a trigonometric polynomial, 
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and f(8) > 0 for all real 8. Prove that there is a polynomial 
P(z) = co + clz + • • • + c,an such that 

Hint: Apply Exercise 4 to the rational function Cafik. Is the 
result still valid if we assume f (0) > 0 instead of f (0) > O? 

6 Find the fixed points of the mappings p, (Definition 12.3). Is 
there a straight line which pa maps to itself? 

7 Suppose is a region, f, E H(Q) for n = 1, 2, 3, . . . , each f, is 
one-to-one in Q, and f,, -+ f uniformly on compact subsets of Q. 
Prove that f is either constant or one-to-one in Q. Show that both 
cases can occur. 

8 Find all complex numbers cr for which fa  is one-to-one in U, where 

Describe f,(U) for all these cases. 
9 Find a homeomorphism of U onto U which cannot be extended to 

a continuous function on 0. 
PO If f E ,f, (Definition 14.10) and n is a positive integer, prove that 

there exists a g E ,f, such that gn(z) = f(zn) for all z E U. 
PP Suppose 0 is a convex region, f E H(Q), and Ref'(z) > 0 for all 

z r St. Prove that f is one-to-one in Q. Is the result changed if 
the hypothesis is weakened to Re f'(z) 2 O? (Exclude the trivial 
case f = constant.) Show by an example that "convex" cannot 
be replaced by "simply connected." 

12 Suppose St is a simply connected region, zo E St, and f and g are 
one-to-one conformal mappings of Q onto U which carry zo to 0. 
What relation exists between f and g? Answer the same question 
if f(zo) = g(zo) = a, for some a E U. 

13 Suppose Q = {z: -1 < Re z < 1 1. Find an explicit formula for 
the one-to-one conformal mapping f of 0 onto U for which f(0) = 0 
and ft(0) > 0. Compute ff(0). 

14 Note that the inverse of the function constructed in Exercise 13 
has its real part bounded in U, whereas its imaginary part is 
unbounded. Show that this implies the existence of a continuous 
real function u on 0 which is harmonic in U and whose harmonic 
conjugate v is unbounded in U. [v is the function which makes 
u + i v  holomorphic in U ;  we can determine v uniquely by the 
requirement v(O) = 0.1 

15 Let 5 be the class of all f r H(U) such that Ref > 0 and f(0) = 1. 
Show that S is a normal family. Can the condition 'Y(O) = 1" 
be omitted? Can it be replaced by "1 f(0)I < I"? 
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16 Let 5 be the class of all f E H(U) for which 

I s  this a normal family? 
17 Suppose is a bounded region, a t 0, f r H(Q), f(D) C D, and 

f(a) = a. 
(a) Put f = f and fn  = f 0 f,-l, compute fA(a), and conclude that 

If'(a)l I 1- 
(b) If f(a) = 1, prove that f(z) = zfor all Z E Q .  Hint: If 

compute the coefficient of (z - a)" in the expansion of f,(z). 
(c) What are the possibilities for f if 1 f'(a) 1 = 1 but f (a) # I? 

Discuss all cases. 
18 Suppose i2 is a region, f, t H(Q) for n = 1, 2, 3, . . . , f, -+ f 

uniformly on compact subsets of Q, and f is one-to-one in 0. Does 
it follow that to each compact K C Q there corresponds an integer 
N(K) such that fa is one-to-one on K for all n > N(K)? Give 
proof or counterexample. 

19 Suppose f is a one-to-one conformal mapping of U onto a square 
with center at 0, and f(0) = 0. Prove that f(iz) = if(z). If 
f(z) = Z C ~ Z ~ ,  prove that c, = 0 unless n - 1 is a multiple of 4. 
Generalize this: Replace the square by other simply connected 
regions with rotational symmetry. 

20 Prove the following analogue of Theorem 14.2 : If f has a differ- 
ential at zo and if 

exists, then f'(zo) exists. 
21 Suppose f(z) = z + (l/z). Describe the families of ellipses and 

hyperbolas onto which f maps circles with center at 0 and rays 
through 0. 

22 Let Q be a bounded region whose boundary consists of two non- 
intersecting circles. Prove that there is a one-to-one conformal 
mapping of 0 onto an annulus. (This is true for every region 0 such 
that S2 - Q has exactly two components, each of which contains 
more than one point, but this general situation is harder to handle.) 

23 Complete the details in the following proof of Theorem 14.22. 
Suppose 1 < Rs < R1 and f is a one-to-one conformal mapping of 
A(1,Rl) onto A(1,R2). Define f l  = f and f, = f ~ f n - ~ .  Then a 
subsequence of ff,) converges uniformly on compact subsets of 
A (1, R 1) to a function g. Show that the range of g cannot contain 
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any nonempty open set (by the three-circle theorem, for instance). 
On the other hand, show that g cannot be constant on the circle 
{z: 1zI2 = R1). Hence f cannot exist. 

24 Here is yet another proof of Theorem 14.22. If f is as in 14.22, 
repeated use of the reflection principle extends f to  an entire func- 
tion such that If(z)l = 1 whenever 121 = 1. This implies f(z) = azn, 
where la[ = 1 and n is an integer. Complete the details. 

25 Modify the proof of the Riemann mapping theorem so that the 
role of the square root is taken over by the logarithm. 

26 Iteration of Step 2 in the proof of Theorem 14.8 leads to a proof 
(due to Koebe) of the Riemann mapping theorem which is con- 
structive in the sense that it makes no appeal to the theory of 
normal famiIies and so does not depend on the existence of some 
unspecified subsequence. For the final step of the proof it is con- 
venient to  assume that St has property (g) of Theorem 13.18. 
Then any region conforrnalIy equivalent to a will satisfy (g). 
Recall also that (g) implies (h) ,  trivially. 

By Step 1 in Theorem 14.8 we may assume, without loss of gen- 
erality, that 0 E Q, St C U, and St # U. Put St = Q,. The proof 
consists in the construction of regions Stl, St2, St3, . . . and of func- 
tions f 1, f i ,  fs, . . . , so that f,(st,,l) = 0, and so that the functions 
fro 0 Q . . 0 f2  Q f 1 converge to a conformal mapping of St 
onto U. 

Con~plete the details in the following outline. 
(a) Suppose is coustructed, let r, be the largest number such 

that D(O;r,) C Qnml, let a, be a bouirdary point of 0,-1 with 
lanl = rn, choose 8, SO that  pm2 = -an, and put 

(The notation is as in the proof of Theorem 14.8.) Show that 
F, has a holomorphic inverse Gm in and put f, = X,G,, 
where A, = tc\/c and c = GL(0). (Thisf, is the Koebe ~jtapping 
associated with St,-1. Note that f, is an element.ary functioli. 
It involves only two linear fractional transforn~ations and a 
square root .) 

(b) Compute that f: (0) = (I + r,,)/2 fi > 1. 
(c) Put$,&) = zand$,(z) = f,($,-l(z)). Show thatfinis aoxle- 

to-one mapping of St onto a region Stn C U, that {$:(0)) is 
bounded, that 

and that' therefore r, -, 1 as n --, a. 
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(d) Write $n(~) = zh,(z), for z E 51, show that (hn( I (h,+~l, apply 
Harnack's theorem and Exercise 18 of Chap. 11 to {log hn] to  
prove that (+,I converges uniformly on compact subsets of St, 
and show that lim $, is a one-to-one mapping of St onto U .  

ID 

27 Prove that Z (1 - rJ2 < a, where fr,) is the sequence which 
n-1 

occurs in Exercise 26. Hint: 

28 Suppose that in Exercise 26 we choose a, E U - Stn-, without 
insisting tbat ta,J = rn. For example, insist only that 

Will the resulting sequence {$,) still converge to the desired 
mapping function? 

29 Suppose i? = {x + iy: -1 < y < 1)) f r H(St), I f  < I, and 
f ( x )  -+ 0 as x -+ a. Prove that 

and that the passage to  the limit is uniform if  y is confined to an 
interval [-ap], where < 1. Hint: Consider the sequence { f n ] )  

where f,(z) = z + n, in the square 1x1 < 1, Iyl < 1. 
What does this theorem tell about the behavior of a function 

g E H* near a boundary point of U at which the radial limit of g 
exists? 

30 Let A be the set of all linear fractional transformations. 
If ( a , f l , ~ , G }  is an ordered quadruple of distinct complex num- 

bers, its cross ratio is defined to be 

If one of these numbers is a, the definition is modified in the 
obvious way, by continuity. The same applies if a coincides with 

( a )  If ( ~ ( 2 )  = t z , a , @ , ~ ] ,  show that Q E A and (P  map^ f ~ , P , Y }  tO 
i O , l , m  1. 

(b)  Show that the equation [w,a,b,c] = [z,a,Blr] can be solved in 
the form w = ~ ( z )  ; then Q o A maps ( a , @ , y )  to {a,b,c) .  

(c) If Q E A, show that 
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(d)  Show that [a,/3,7,6] is real if and only if the four points lie on 
the same circle or straight line. 

(e) Two points z and z* are said to be symmetric with respect to 
the circle (or straight line) C through a, B, and y if [ ~ * , a , b , ~ ]  is 
the complex conjugate of [z,a,B,y]. If C is the unit circle, find 
a simple geometric relation between z and z*. Do the same 
if C is a straight line. 

(f) Suppose z and z* are symmetric with respect to C. Show that 
p(z)  and p(z*) are symmetric with respect to p ( C ) ,  for every 
p E  A. 

31 (a) Show that A (see Exercise 30) is a group, with composition aa 
group operation. That is, if ~ E A  and I) E A, show that 

0 + I A and that the inverse p-I of cp is in A. Show that A is 
not commutative. 

(b) Show that each member of A (other than the identity map- 
ping) has either one or two fixed points on S2. [A fixed point 
of p is a point a such that p ( a )  = a.] 

(c) Call two mappings p and p1 E A conjugate if there exists a + E A 
such that p1 = +-I o q o +. Prove that every cp r A with a 
unique fixed point is conjugate to the mapping z -+ z + 1. 
Prove that every p E A with two distinct fixed points is conju- 
gate to the mapping z -+ az ,  where a is a complex number; to 
what extent i~ a determined by p? 

(d) Let a be a complex number. Show that to every (p I A which 
has cr for its unique fixed point there corresponds a @ such that 

Let G, be the set of all these p, plus the identity transforma- 
tion. Prove that G, is a subgroup of A and that G, is iso- 
morphic to the additive group of all complex numbers. 

(e) Let a and B be distinct complex numbers, and let GaPP be the 
set of all p E A which have a and B as fixed points. Show that 
every p I Go,B i8 given by 

where y is a complex number. Show that GmVa is a subgroup of 
A which is isomorphic to the multiplicative group of all non- 
zero complex numbers. 

Cf) If q ia as in (d) or (e),  for which circles C ia it true that 
cp(C) = C? The answer should be in terms of the parameters 
a, b, and r .  
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Holomorphic Functions 

Infinite Products 

15.1 So far we have met only one result concerning the zero set Z ( f )  of 
a nonconstant holomorphic function f in a region a, namely, Z ( f )  has no 
limit point in a. We shall see presently that this is all that can be said 
about Z ( f ) ,  if no other conditions are imposed on f ,  because of the the- 
orem of Weierstrass (Theorem 15.11) which asserts that every A C il 
without limit point in Q is Z ( f )  for some f e H(Q). If A = {a,), a natural 
way to construct such an f is to choose functions f, e H ( Q )  so that f ,  has 
only one zero, at a,, and to consider the limit of the products 

as n -+ 00.  One has to arrange it so that the sequence ( p n )  converges to 
some f  e H(i l )  and so that the limit function f is not 0 except at the pre- 
scribed points a,. I t  is therefore advisable to begin by studying some 
general properties of infinite products. 

15.2 Definition Suppose {u,) is a sequence of complex numbers, 

and p = lim p, exists. Then we write 
n+ 0 

The pn are the partial products of the in$nib product (2).  We shall say 
that the infinite product (2) converges if the sequence { p m )  converges. 

In  the study of infinite series Ea, it is of significance whether the a,  
approach 0 rapidly. Analogously, in the study of infinite products it is 

290 
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of interest whether the factors are or are not close to I. This accounts 
for the above notation: 1 + u, is close to 1 if u, is close to 0. 

15.3 Lemma If ul, . . . , u~ are complex numbers, and i f  

then 

PRooa For x 2 0, the inequality 1 + x 5 ex is an immediate con- 
sequence of the expansion of e" in powers of x. Replace x by 
lull, . . . , lu~l and multiply the resulting inequalities. This gives 
(2). For N = 1, (3 )  is trivial. The general case follows by induc- 
tion:ForTc = 1, . . . , N - 1, 

so that if ( 3 )  holds with Tc in place of N, then also 

15.4 Theorem Suppose (u, ) is  a sequence of bounded complex functions on 
a set S, such that Zlu,(s)l converges uniformly on S. Then the product 

converges uniformly on S, and f(s0) = 0 at some so E S i f  and only if 
un(so) = - 1 for some n. 

Furthermiwe, if (nl,nz,ns, . . .) i s  any  permutation of {1,2,3, . . . I ,  
then we also have 

PROOF The hypothesis implies that Zlu,(s)l is bounded on S, and if 
PN denotes the Nth partial product of (I), we conclude from Lemma 
15.3 that there is a constant C < 00 such that I p ~ ( s ) [  5 C for all N 
and all s. 

Choose t, 0 < r < +. There exists an No such that 
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Let (nl,n2,n3, . . . j  be a permutationof {1,2,3, . . . j. If N 2 No, 
if M is so large that 

and if q ~ ( s )  denotes the Mth partial product of (2), then 

The nk which occur in (5) are all distinct and are larger than No. 
Therefore (3) and Lemma 15.3 show that 

If nk = k ( E  = 1, 2, 3, . . .), then g~ = ~ A I ,  and (6) shows that 
( p ~ )  converges uniformly to  a limit function f. Also, (6) shows that 

so that l p ~ l  2 (1 - 2c) lpiv,l. Hence 

which shows that f(s) = 0 if and only if puo(s) = 0. 
Finally, (6) also shows that {qM) converges to the same limit as 

I P N L  
15.5 Theorem Suppose 0 5 un < 1. Then 

PROOF I f p ~ =  (1-UI) ( l - u ~ ) , t h e n p l > p a ~  . . . ,piv>O, 
so p = lim p~ exists. If Zu, < a, Theorem 15.4 implies p > 0. 
On the other hand, 

N 

p I p~ = n ( 1  - 8.) 5 exp (-UI - 242 - . - u ~ ] ,  
1 

and the last expression tends to 0 as N --, a,  if Zu, = 00. 

We shall frequently use the following consequence of Theorem 15.4 : 

15.6 Theorem Suppose f, e H (a) for n = 1,2,3, . . . , no f, i s  identically 
0 in any component of 52, and 



converges uniformly on compact subsets of a. Then the proclud 

converges uniformly on compact subsets of R. Hence f E H ( Q ) .  
Furthermore, we have 

where m ( f  ; x )  i s  defined to be the multiplicity of the zero off at x .  [If f ( 2 )  # 0, 
then nz(f ; x )  = 0.1 

paooF The first part follows immediately from Theorem 15.4. For 
the second part, observe that each z e Q  has a neighborhood V in 
which a t  most finitely many of the f ,  have a zero, by ( 1 ) .  Take these 
factors first. The product of the remaining ones has no zero in V, by 
Theorem 15.4, and this gives ( 3 ) .  Incidentally, we see also that at 
most finitely many terms in the series ( 3 )  can be positive for any 
given z E a. 

The Weierstrass Factorization Theorem 

15.7 Definition Put Eo(x) = I - z ,  and for p = 1, 2, 3 ,  . . . I 

These functions, introduced by Weierstrass, are sometimes called ele- 
mentary factors. Their only zero is a t  z = I. Their utility depends on 
the fact that they are close to 1 if lzl < 1 and p is large, although E p ( l )  = 0. 

15.8 Lemma For lzl 5 1 and p = 0, 1, 2, . . . , 

PROOF For p = 0, this is obvious. For p 2 1, direct computation 
shows that 

z -E;(Z) = z p  axp ( z  + + . + 51. 
P 

So -EL has a zero of order p a t  z  = 0, and the expansion of -EL in 
powers of z has nonnegative real coefficients. Since 
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1 - Ep has a zero of order p + 1 at  2 = 0, and if 

then P ( Z )  = Za,,zn, with all a ,  2 0. Hence )p(z)l 5 ~ ( 1 )  = 1 if 
(21 5 1) and this gives the assertion of the len~n~a.  

15.9 Theorem Let {z , ]  be a sequence of cottzplex nuv~bers  sucli that z, # 0 
and lz,l --+ as n -+ a, If ( p, ) i s  a sequence of nonnegative integers such 
w 

for every positive r (where r, = (z,,z,t), then the inJinite product 

de$nes a n  entire function P which has a zero at each point z,, and which has 
no other zeros i n  the plane. 

$.lore precisely, zj a occu~s  t n  times in the sequence {z,), then P has a zero 
of order nz at a. 

Condition (1)  is always satisfied i f  p, = n - 1, fur instance. 

PROOF For every r, r ,  > 2r for all but finitely many n, hence 
r / r ,  < + for these n, so (1 )  holds with 1 + p, = n. 

Now fix r. L€ lzl 2 r, Lemma 15.8 sho~vs that 

if r, 2 I-, which holds for all but firlitety n~aliy a. It llow follo~*s 
from ( 1 )  that the series 

converges uniformly on con~pact sets in the plane, and Theorem 15.6 
gives the desired conclusion. 

Note: For certain sequences (r ,} ,  (I) holds for a constant sequence 
p .  It is of interest to  take this collstar~t as small as possible; the 
resulti~lg function (2) is then called the canonical product corresponding to 
( ~ n ) .  For instance, if Z ~ / Y ,  < 03, we can take p, = 0, and the canonical 
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product is simply 

If Zllr, = a but Zl/rn2 < a, the canonical product is 

Canonical products are of great interest in the study of entire functions 
of finite order. (See Exercise 12 for the definition.) 

We now state the Weierstrass factorization theorem. 

15.10 Theorem Let f be an entire function, suppose f(0) # 0, and let 
zl, 2 2 ,  2% . . . be the zeros o f f ,  listed acco?*ding lo their multiplicit+s. Then 
there exist a n  entire function g and a eequence {p,) of nonnegative integers, 
such that 

Note: (a)  If f has a zero of order k at x = 0, the preceding applies to 
f(z)/x" (b) The factorization (1) is not unique; a unique factorization 
can be associated with those f whose zeros satisfy the condition required 
for the convergence of a canonical product. 

PROOF Let P be the product in Theorem 15.9, formed with the z e m  
of f. Then f/P has only removable singularities in the plane, hence 
is (or can be extended to) an entire function. Also, f / P  has no zero, 
and since the plane is simply connected, f/P = @ for some entire 
function g. 

The proof of Theorem f 5.9 is easily adapted to any open set: 

15.11 Theorem Let Q be an open set in B2, a # S2. Suppose A C fl and 
A has no limit point in 0. With  each a c A associale a positive integer 
m(a). Then there exists an f e H(8) all of whose zeros are in A, and such 
that f has a zero of order m(a) at each a E A. 

PROOF It simplifies the argument, and causes no loss of generality, 
to assume that a, e a but a, qt A. (If this is not so, a linear frac- 
tional transformation will make it so.) Then S2 - Q is a nonempty 
compact subset of the plane, and a, is not a limit point of A. 

If A is finite, we can take a rational function for f. 
If A is idinite, then A is countable (otherwise there would be a 

limit point in 8). Let {a*) be a sequence whose terms are in A and 
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in which each a E A is listed precisely m(a) times. Associate with 
each a, a point 8, E S2  - a such that 18, - anJ 5 )@ - ant for all 
@ E .S2 - 9; this is possible since Sa - 8 is compact. Then 

as n -+ ; otherwise A would have a limit point in O. We claim that 

has the desired properties. 
Put r, = 21an - @nl. Let K be a compact subset of O. Since 

r, -+ 0, there exists an N such that [z - fin! > r, for all z e K and d l  
n 2 N. Hence 

which implies, by Lemma 15.8, that 

and this again completes the proof, by Theorem 15.6. 

As a consequence, we can now obtain a characterization of meromorphic 
functions (see Definition 13.12) : 

15.12 Theorem Every rneromorphic function in an open set a i s  a quotient 
of two functions which are holomorphic in Q. 

The converse is obvious : If g e H (n) ,  h E H ( a ) ,  and h is not identically 
0 in any component of a ,  then g/h is meromorphic in a. 

PROOF Suppose f is meromorphic in n; let A be the set of dl poles 
of f in Q ;  and for each a e A, let m(a) be the order of the pole of f 
at  a. By Theorem 15.11 there exists an h c H ( a )  such that h has a 
zero of multiplicity m(a) at each a E A, axid h has no other zeros. 
Put g = jh. The singularities of g at the points of A are removable, 
hence we can extend g so that g a H ( 8 ) .  Clearly, f = g/h in il - A. 

The Mittag-Leffler Theorem 

This theorem does for meromorphic functions what Theorem 15.11 
does for holomorphic functions. 

15.13 Theorem Suppose is an open set in  the plane, A C 9, A has no 
limit point in O, and each a e A there are associcxled a ~osi t ive  integer 
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m(a) and a rational function 

Then there exists a mrornorph~ic function f in 0, whme principal part at 
each a c A i s  P, and which has no other poles in a. 

PROOF We choose a sequence { K , ]  of compact sets in n, as in 
Theorem 13.3: For n = 1, 2, 3, . . . , K ,  lies in the interior of 
every compact subset of n lies in some K,, and every component 
of S2 - K ,  contains a component of S2 - a. Put A1 = A n K1, and 
A, = A n ( K ,  - K,-l) for n = 2, 3, 4, . . . . Since A, C K,  and 
A has no limit point in L? (hence none in K,), each A, is a finite set. 
Put 

Since each A, is finite, each Q, is a rational function. The poles 
of Q, lie in K ,  - K,-l ,  for n 2 2. In  particular, Q, is holomorphic in 
an open set containing K,-l.  I t  now follows from Runge's theorem 
that there exist rational functions R,, all of whose poles are in 
S2 - a, such that 

We claim that 

has the desired properties. 
Fix N .  On Klv, we have 

By  (2), each term in the last sum in (4) is less than 2-R on K N ;  hence 
this last series converges uniformly on KN, to a function which is 
holomorphic in the interior of KN.  Since the poles of each R, are 
outside 0, 

f - ( Q 1 +  + Q N )  

is holomorphic in the interior of KN.  Thus f has precisely the pre- 
scribed principal parts in the interior of KN,  and hence in Q, since 
N was arbitrary. 
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'15.14 A n  Interpolation Problem The Mittag-Leffler theorem may be 
combined with the Weierstrass theorem 15.11 to give a solution of the 
following problem: Can we take an arbitrary set A C a ,  without limit 
point in Tt, and find a function f E H(Q) which has prescribed values a t  
every point of A? The answer is affirmative. In  fact, we can do even 
better, and also prescribe finitely many derivatives a t  each point of A :  

15.15 Theorem Suppose R is a n  open set in the plane, A C 0, A hss no 
limit point in n, and to each a s A there are associated a nonnegative integer 
m(a)  and complex numbers w,,,, 0 _< n I ~ ( a ) .  Then there exists an 
f s H ( Q )  such that 

PROOF By Theorem 15.11, there exists a g E H(Q) whose only zeros 
are in A and such that g has a zero of order m(a)  + 1 at each a E A. 
We claim we can associate to each a E A a function P ,  of the form 

such that gP, has the power series expansion 

in some disc with center a t  a. 
To simplify the writing, take a = 0 and m(a)  = m, and omit the 

subscripts a. For z near 0, we have 

where bl # 0. If 

then 

The b's are given, arld we want to choose the c's so t.hat 

If we compare the coefficients of 1, z, . . . , zm in (6) and (7), we 
can solve the resulting equations successively for c,+I, c,, . . . , el, 

since bl # 0. 
I n  this way we obtain the desired P,'s. The Mittag-Leffler 

theorem now gives us a meromorphic h in Q whose principal parts 
are these P,'s, and if we put f = gh we obtain a function with the 
desired properties. 
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Jensen's Formula 

15.16 As we see from Theorem 15.11, the location of the  zeros of a 
holomorphic function in a region 8 is subject to no restriction except 
the obvious one concerning the absence of limit points in Q. The situa- 
tion is quite different if we replace H ( 8 )  by certain subclasses which are 
defined by certain growth conditions. I n  those situations the  distribu- 
tion of the zeros has to satisfy certain quantitative conditions. The basis 
of most of these theorems is Jensen's formula (Theorem 15.18). We 
shall apply it t o  certain classes of entire functions and to  certain sub- 
classes of H (U). 

The following lemma affords an  opportunity to  apply Cauchy's 
theorem to  the evaluation of a definite integral. 

15.17 Lemma 1 /% log 11 - eal d8 = 0. 
2x 0 

PROOF Let St = {z: Re z < 1 ) .  Since 1 - z # 0 in 8 and St is 
simply connected, there exists an h e H(8) such that  

exp {h(z)) = 1 - z 

in St, and this h is uniquely determined if me require that  h(0) = 0. 
Since Re (1 - z) > 0 in $2, we then have 

For small 6 > 0, let r be the path 

and let y be the circular arc whose center is a t  1 and which passes 
from eG to  e-i6 within U .  Then 

(3) log 1 - ei" ddB = Re [l 27rz / r h(z) $1 

The last equality depended on Cauchy's theorem; note tha t  h(0) = 0. 
The length of 7 is less than x6, so (I)  shows that the  absolute value 

of the last integral in (3) is less than C6 log (1/6), where C is a con- 
stant. This gives the result if 6 -+ 0 in (3). 

'15.18 Theorem Suppose 8 = D(0 ;R), f s H ( Q ) ,  f (0) # 0, 0 < r < R, 
and al, . . . , aN are the zeros off in  B(0;r), Eisied according to their mul& 
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This is known as Jensen's formula. The hypothesis f(0) # 0 causes 
no harm in applications, for if f has a zero of order k at  0 ,  the formula 
can be applied to f ( z ) / zk .  

PROOF Order the points aj so that al, . . . , a,  are in D(0;r) and 
Ian+ll = ' ' = = r. (Of course, we may have m = N or 
m = 0.) Put 

m N 

(2)  dz) = f ( z )  n n . r2 - anz 

7b=1 '(an - 2) 
a!, - Z 

Then g e H(D), where D = D(0; r + s) for some E > 0, g has no zero 
in D, hence log lgl is harmonic in D (Theorem 13.19), and so 

For 1 5 n 5 m, the factors in (2) have absolute value 1 if 1x1 = r. 
If a, = 9.e;" for m < n 5 N ,  it follows that 

(5) log Ig- (reie) 1 = log If (reie) 1 - 5 log 11 - ei(&&) 1. 
n-m+l 

Lemma 15.17 therefore shows that the integral in (3)  is unchanged 
if g is rep1ace.d by f .  Comparison with (4) now gives (1). 

Jensen's formula gives rise to an inequality which involves the bound- 
ary values of bounded holomorphic functions in U (we recall that the 
class of these functions has been denoted by Hm) : 

15.19 Theorem I f f  t Hm, and i f f *  i s  the radial limit function o f f ,  as in 
Theorem 11.21, then 

for aU r between 0 and 1. The central term in (1) i s  a ndecrea&ng fun* 
tion of r. 



Zeros of holomorphic functions 301 

I f f  i s  not identically 0, it fo2lows that the last integral in (1)  i s  greater 
than - CQ so that the relation 

holds at almost all poinls of T.  

PROOF The left side of Jensen's formula 15,18(1) evidently does not 
decrease if r increases. The same is therefore true of the central 
term in (1).  Let us now assume, without loss of generality, that 
If 5 1. Then log (111 f 1) > 0,  and Fatou's lemma gives 

This implies (1).  If f is not identically 0 but f has a zero of order 
m at x = 0 ,  put g ( z )  = f(z)/zm. Then lg(0)I > 0, Jf*l = Ig*l, and 
if we apply (1)  to g we see that log I f * l  > - CQ . 

15.20 Zeros of Entire Functions Suppose f is an entire function, 

and n(r)  is the number of zeros of f in D(0;r). Assume f ( 0 )  = 1, for 
simplicity. Jensen's formula gives 

M ( 2  e x  { log 1 f (2reie) 1 d o )  2n -r 

if (a, f is the sequence of zeros off, arranged so that la11 I lazl I 
Hence 

(2) n(r)  log 2 < log M(2r). 

Thus the rapidity with which n(r )  can increase (i.e., the density of the 
zeros off) is controlled by the rate of growth of M(r). Suppose, to look 
at a more specific situation, that for large r 

(3) M(r)  < exp ( A + }  
where A and k are given positive numbers. Then (2)  leads to 

lim sup log n(r )  < k. 
,, log r - 

For example, if k is a positive integer and 
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then n(r) is about ?r-lkP, so that 

lim log n(r) = k. 
,, log r 

This shows that the estimate (4) cannot be improved. 

Blaschke Products 

Jensen's formula makes it possible to determine the precise conditions 
mrhich the zeros of a nonconstant f t Hm must satisfy. 

15.21 Theorem If [a, \ is a sequence in U such that a,  # 0 and 

i f  k i s  a nonnegative integer, and i f  

then B t Hm, and B has no zero8 except at the points a ,  (and at the origin, 
2:f k > 0). 

We call this function B a BEaschke pduc t .  Note that some of the a, 
may be repeated, in which case B has mulfiple zeros a t  those points. 
Note also that each factor in (2) has absolute value 1 on T. 

The term "Blaschke product" will be used also if there are only finitely 
many factors, and even if there are none, in which case B(z)  = 1. 

PROOF The nth term in the series 

if 1x1 5 r. Hence Theorem 15.6 shows that B t H ( U )  and that B 
has only the prescribed zeros. Since each factor in (2) has absolute 
value less than 1 in U, it follows that tB(z)l < 1, and the proof is 
complete. 

15.22 The preceding theorem shows that 
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is a suficient condition for the existence of an f E Hm which has onIy the 
prescribed zeros {an) .  This condition also turns out to be necessary: 
I f f  E Hm and j i s  not identically zero, the zeros o f f  must satisfy (1) .  This 
is a special case of Theorem 15.23. It is interesting that (1)  is a necessary 
condition in a much larger class of functions, which we now describe. 

For any real number t, define logf t = log t if t 2 1 and log+ t = 0 
if t < 1. We let N (for Nevanlinna) be the class of all f E H ( U )  for which 

1 * 
sup - log+ I j(reie) [ dB < a. 

0 < . < 1 ~  /-r 

It is clear that Hm C N. Note that (2)  imposes a restriction on the 
rate of growth of I f(z) 1 as lzl+ 1, whereas the boundedness of the integrals 

1 - I' log I f(rei@) 1 de 
21F -r 

imposes no such restriction. For instance, (3) is independent of r if 
f = eO for any g E H(U).  The point is that (3) can stay small because 
log Ifl assumes large negative values as well as large positive ones, 
whereas log+ I f  2 0 .  The class N will be discussed further in Chap. 17. 

15.23 Theorem Suppose f E N ,  f is not identically 0 in I;', and ai, a2, 

uB, . . . ape the zeros off ,  listed according to their' m~ultipliczties. Then 

(We tacitly assume that f has infinitely many zeros in U .  If there 
are only finitely many, the above sum has only finitely many terms, and 
there is nothing to prove. Also, Ia,l 5 la,+ll.) 

PROOF Iff has a zero of order rn at the origin, and g ( x )  = ~ - ~ f ( z ) ,  
then g e N, and g has the same zeros asf,  except at the origin. Henre 
we may assume, without loss of generality, that f(0) f 0. Let n(v) 
be the number of zeros o f f  in D(0;r) ,  fix k ,  and take r < 1 so that 
n(r) > k. Then Jensen's formula 

n(r)  

(2) 
r 

V ( O N  fl - - exp (& /. log r e  1 do} 
lanl -. n-1 

implies that 

Our assumption that f E N is equivalent to the existence of a con- 
stant C < a which exceeds the right side of (3) for all r,  0 < r < 1. 
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It follows that 

The inequality persists, for every k ,  as r -+ 1. Hencd 

By Theorem 15.5, (5) implies (1). 

Corollary ij f s Hm (or even if f r N ) ,  if a,, a*, a3, . . . are the zeros 
off in U, and zjZ(1 - 1a.l) = a, then f(z) = 0 for all z e U. 

For instance, no noneonstant bounded holomorphic function in can 
have a zero at each of the points (n - l ) / n  (n = 1, 2, 3, . . .). 

We conclude this section with a theorem which describes the behavior 
of a Blaschke product near the boundary of U.  Recall that m a member 
of Hm, B has radial limits B*(eie) at almost all points of T. 

15.24 Theorem If B i s  a Blasdrh product, then IB * (ei")l = 1 a.e., and 

1 - 
lim 5 /-* log IB(reie)l de = 0. 
r-rl 

PROOF The existence of the limit is a consequence of the fact that 
the integral is a monotonic function of r. Suppose B(z) is as in 
Theorem 15.21, and put 

Since log (IB/BNI) is continuous in an open set containing T, the 
limit (1) is unchanged if B is replaced by BN. If we apply Theorem 
15.19 to BN we therefore obtain 

As N  -, a, the first term in (3) tends to 0. This gives (I), and 
showsthat $log (B*l = 0. SincelogIB*l [ 0aa.e.,Theorem1.39(a) 
now implies that log IB * ( = 0 a.e. 

The Miintz-Szasz Theorem 

15.25 A classical theorem of Weierstrass (1263, Theorem 7.24) states 
that the polynomials are dense in C(I), the space of all continuous com- 
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plex functions on the closed interval P = [0,1], with the supremum norm. 
In other words, the set of all finite linear combinations of the functions 

is dense in C(I). This is sometimes expressed by saying that the func- 
tions (1) span C(I). 

This suggests a question: If 0 < XI < X p  < Xe < . , under what 
conditions is it true that the functions 

span C(I)? 
I t  turns out that this problem has a very natural connection with the 

problem of the distribution of the zeros of a bounded holomorphic func- 
tion in a half plane (or in a disc; the two are conformally equivalent). 
The surprisingly neat answer is that the functions (2) span C ( I )  i f  and 
onlp i f  Z1/X, = Go. 

Actually, the proof gives an even more precise conclusion: 

15.26 Theorem Suppose 0 < XI  < XI < Xe < . . and let X be the 
closure in C(I) of the set of all finite linear combinations of the functim 

(a) If Zl/Xn = 0 0 ,  then X = C ( I ) .  
(b) If Zl/X, < 00, and i f  X # (A, f , X # 0, then X does not contain 

the junctzun tX. 

PROOF It is a consequence of the Hahn-Banach theorem (Theorem 
5.19) that (p t C(I) but (p # X if and only if there is a bounded linear 
functional on C(I) which does not vanish at but which vanishes 
on all of X. Since every bounded linear functional on C(I) is given 
by integration with respect to a complex Borel measure on 1, (a) 
will be a consequence of the following proposition: 

I f  Zl/X, = and if p is a complex Borel measure on I such that 

then also 

For if this is proved, the preceding remark shows that  X contains 
all functions tk; since 1 EX, all polynomials are then in X, and the 
Weierstrass theorem therefore implies that X = C(I). 
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So assume that (1) holds. Since the integrahds in (1) and (2) 
vanish at 0, we may as well assume that p is concentrated on (0,1]. 
We associate with p the function 

For t > 0, ts = exp (z log t ) ,  by definition. We claim that f is 
holomorphic in the right half plane. The continuity of f is easily 
checked, and we can then apply Morera's theorem. Furbhermore, 
if z = x + i y ,  x > 0, and 0 < t 2 1, then (tsl = tz 5 1. Thus f is 
bounded in the right half plane, and (1) says that f(X,) = 0, for 
n = 1 , 2 , 3 ,  . . . . D e h e  

Then Q E Hm and g(a,) = 0, where a,, = (A, - l)/(X, + 1). A sim- 
ple computation shows that Z(l - la,\) = 00 if Z1/Xn = m. The 
Corollary to Theorem 15.23 therefore tells us that g(z) = 0 for all 
z e U.  Hence f = 0. In  particular, f(k) = 0 for k = 1,2,3 ,  . . . , 
and this is (2). We have thus proved part (a) of the theorem, 

To prove (b)  it will be enough to construct a measure p on I such 
that (3) defines a function f which is holomorphic in the half plane 
Re z > -1 (anything negative would do here), which is 0 at 0, XI, 
XI, X3, . . . and which has no other zeros in this half plane. For 
the functional induced by this measure p will then vanish on X but 
will not vanish at any function tA if X # 0 and X $ {X,]. 

We begin by constructing a function f which has these prescribed 
zeros, and we shall then show that this f can be represented in the 
form (3). Define 

the infinite product in (5) converges uniformly on every compact set 
which contains none of the points -1, - 2. It follows that f is a 
~neron~orphic function in the whole plane, with poles at - 2  and 
-A, - 2, and with zeros at  0, XI,  hz, ha, . . . . Also, each factor 
in the infinite product (5) is less than I in absolute value if Re z > - 1. 
Thus I f(z)l < 1 if Re z 2 - 1. The factor (2 + z ) ~  ensures that the 
restriction of f to the line Re z = - 1 is in Ll. 

Fix z so that Re z > -1, and consider the Cauchy formula for 
f(z), where the path of integration consists of the semicircle with 
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center a t  -1, radius R > 1 + lzlJ from -1 - i R  to -1 + R to 
-1 + iR, followed by the interval from -1 + iR t o  -1 - iR. 
The integral over the semicircle tends to 0 as R -+ a,  so we are left 
with 

(6) f(x) = - -- (Rex > -1). 

But 

Hence (6) can be rewritten in the form 

(8) j(z) = k1 tg [& Idrn- j (  - 1 + is) log cis dt . I 
The interchange in the order of integration was legitimate: If the inte- 
grand in (8) is replaced by its absolute value, a finite integral results. 

Put g(s) = f (- 1 + is). Then the inner integral in (8) is d(log t ) ,  
where 0 is the Fourier transform of g. This is a bounded continuous 
function on (0,1], and if we set dp(t) = d(log t) dt we obtain a measure 
which represents f in the desired form (3). 

This completes the proof. 

15.27 Remark The theorem implies that whenever f 1 ,txl,tx*, . . . ') 
spans C ( I ) ,  then some infinite subcolIection of the tXd can be removed 
without altering the span. In  particular, C(I) contains no minimal 
spanning sets of this type. This is in marked contrast to the behavior 
of orthonormal sets in a Hilbert space: if any element is removed from 
an orthonormal set, its span is diminished. Likewise, if (l,t",txs, . . .] 
does not span C(I), removal of any of its elements will diminish the span; 
this follows from Theorem 15.26(6). 

Exercises 

1 Under what conditions on a sequence of real numbers y, does 
there exist a bounded holomorphic function in the open right half 
plane which is not identically zero but which has a zero a t  each 
point 1 + iy,? In particular, can this happen if (a) y, = log ra, 
(b )  Y n  = dE7 (c) y n  = n, (4 yn = n2? 

2 Suppose 0 < 101.1 < 1, Z(1 - 101.1) < a,  and B is the Blaschke 
product with zeros at the points 01,. Let E be the set of all 
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points I / &  and let 0 be the complement of the closure of E. 
Prove that the product actually converges uniformly on every 
compact subset of a, so that B E H(Q),  and that B has a pole a t  
each point of E. (This is of particular interest in those cases in 
which Q is connected.) 

3 Put a, = 1 - n-', for n = 1, 2, 3, . . . , let B be the Blaschke 
product with zeros at  these points a, and prove that lim B(r) = 0. 

-1 

(It is understood that 0 < r < 1.) 
More precisely, show that the estimate 

N-1 N-I 

is valid if C X N - ~  < r < a N .  

4 Prove that there is a sequence {a,)  with 0 < a, < 1,  which tends 
to 1 so rapid17 that the Blaschke product with zeros at the points 
a, satisfies the condition 

lim sup IB(r)I = 1. 
-1 

Hence this B has no radial limit at z  = 1. 
5 Let p  be a linear fractional transformation which maps U onto 

U.  For any z  r U ,  define the lporbit of x to be the set { p , ( z )  1, 
where p0(z) = Z, v = ( z )  = p(p,-l(z)), n = 1,  2, 3, . . . . Ignore 
the case p(x) = z. 
(a)  For which p  is it true that the porbits satisfy the Blaschke 

condition Z ( 1  - IP,(x) 1) < a ? [The answer depends in part 
on the location of the fixed points of p. There may be one 
fixed point in U, or one fixed point on T, or two fixed points 
on T. In  the last two cases i t  is advantageous to transfer the 
problem to (say) the upper half plane, and to consider trans- 
formations on it which either leave only 00 fixed or leave 0 and 
00 fixed.] 

(b )  For which p  do there exist nonconstant functions f e H" 
which are invariant under p, i.e., which satisfy the relation 
f (p ( z ) )  = f ( x )  for all x e UY 

6 Find all entire functions f such that If (2) 1 = 1 whenever IzJ = 1. 
7 Let Z ( f )  denote the set of all zeros of the function f. Suppose 

fi and f' are entire functions and Z ( f i )  n Zdf i )  = fZI. Prove that 
there exist entire functions g l  and 82, such that 

Hint: The Mittag-Leffler theorem shows that there is an entire 
function g l  such that ( 1  - f lg l ) / j2  is entire. 
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Generalize this as follows: If f ~ ,  . . . , f ,  are entire, and if 
z(f~)n n Z ( f n )  = @, then there exist entire functions 
g l ,  . . . , g ,  such that 

Finally, if f i ,  . . . , fn are entire, can you describe the class of 
dl entire functions h which are representable in the form 

where $1 ,  . . . , g, are entire'! a 

[Under discussion here are the finitely generated ideals in the 
ring of all entire functions. The results apply to any H(Q).]  

8 Let {z,j be a sequence of distinct complex numbers, x, # 0 ,  such 
that z, + CQ as n -+ a, and let (-1 be a sequence of positive 
integers. Let g  be a meromorphic function in the plane, which 
has simple poles with residue m, at En and which has no other 
poles. If e $ ( z ,  j , let y ( z )  be any path from 0 to x  which p w c s  
through none of the points z,, and define 

Prove that f ( z )  is independent of the choice of y ( x )  (although 
the integral itself is not), that f  is holomorphic in the complement 
of { x , ) ,  that f  has a removable singularity a t  each of the points 
z, ,  and that the extension o f f  has a zero of order m, at 2,. 

Thus the existence theorem contained in Theorem 15.9 can be 
deduced from the Mittag-Lef3er theorem. 

9 Suppose 11 > X 2  > , and X, -, 0 in the Miintz-Szmz the- 
orem. What is the conclusion of the theorem, under these 
conditions? 

10 Prove an analogue of the MuntzSzasz theorem, with L 2 ( I )  in 
place of C ( I ) .  

11 Put f , ( t )  = tne-' (0 5 t < 00, n = 0, 1, 2, . . .) and prove that 
the set of all finite linear combinations of the functions fn is dense 
in L 2 ( 0 ,  a ) .  Hint: If g  t L 2 ( 0 ,  a )  is orthogonal to  each f ,  and if 

then all derivatives of F are 0 at z = 1. Consider F(l + i y ) .  
12 Suppose f  is entire, A is a positive number, and the inequality 

holds for all large enough 1x1. (Such functions f  are said to be of 
finite order. The greatest lower bound of all X for which the above 
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condition holds is the order of j.) If f(z) = Za,zn, prove that the 
inequality 

holds for all large enough n. Consider the functions exp (zk), 
k = 1, 2,3, . . . , to determine whether the above bound on Ia,l 
is close to best possible. 

13 Find all complex z for which exp (exp ( 2 ) )  = I .  Sketch them as 
points in the plane. Show that there is no entire function of 
finite order which has a zero a t  each of these points (except, of 
course, f = 0). 

14 Show that the function 

e~i# + e-wiz 

r cot uz = ri erig - 

has simple poles with residue 1 at the integers. The same is true 
of the function 

.D 

I 22 1 = lim f -. I(.)=-+ z C ,2-,2 ,, z - n  
ra=l rr= -N 

Show that both functions are periodic [ f (z + I )  = f (el], that their 
difference is a bounded entire function, hence a constant, and that 
this constant is actually 0, since 

d t lim f(ig) = -2i I* - = 
0 1 + t 2  

- ?ri. 
u-'* 

This gives the partial fractions decomposition 

(Compare with Exercise 16, Chap. 9.) Note that ?r cot sz is 
(g'/g) (z) if g(z) = sin az. Deduce the product representation 

0 

sin T Z  - = n (I - $). 
?rz 

n = l  

15 Suppose k is a positive integer, {x, , }  is a sequence of complex num- 
bers such that ~ l z , l - ~ - - l  < a, and 
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(See Definition 15.7.) What can you say about the rate of growth 
of 

16 Suppose f is entire, f(0) # 0, ( f (z ) l  < exp ( ( Z I P )  for large 121, and 
(z,] is the sequence of zeros of f ,  counted according to their 
multiplicities. Prove that Zlz,l-p-' < for every e > 0. (Com- 
pare with Sec. 15.20.) 

17 Suppose fa,] and f b,] are sequences of complex numbers such 
that 2 la, - b,[ < a. On what sets will the product 

converge uniformly? Where will i t  define a holomorphic function? 
18 Suppose f is an entire function, j ( f i )  = 0 for n = 1, 2,  3, . . . , 

and there is a positive constant a such that I f(z)  1 < exp (121.) for 
all large enough 121. For which a does it follow that  f (2) = 0 for 
all z? [Consider sin (?rzZ).] 

19 Suppose0 < a < 1,0 < /3 < 1, j a H ( U ) ,  f (U)  C U, and f(0) = a. 

How many zeros can f have in the disc b(0;@)? What is the 
answer if (a) a = ij) 0 = +; ( b )  a = *, 0 = g; (c)  a = 4, /3 = *; 
( d )  a = 1/1,000, /3 = 1/10? 

20 Prove the XIittag-Lef£ier theorem for the case in which Q is the 
whole plane, by a direct argument which makes no appeal to 
Runge's theorem. 

21 Suppose la11 < la21 5 la31 j * < 1, and let n(r) be the num- 
ber of terms in the sequence [ a , ]  such that [aj( < r. Prove that 

22 If B(z) = Zckzk is a Blaschke product with a t  least one zero off the 
origin, is it  possible to have ck 2 0 for k = 0,  1 ,  2 ,  . . . ? 

23 Suppose B is a Blaschke product all of whose zeros lie on the seg- 
ment (0 , l )  and 

f(z) = ( 2  - 1)2B(z). 

Prove that the derivative off  is bounded in U. 



Analytic Continuation 

In this chapter we shall be concerned with questions which arise because 
functions which are defined and holomorphic in some region can frequently 
be extended to holomorphic functions in some larger region. Theorem 
10.18 shows that these extensions are uniquely determined by the given 
functions. The extension process is called analytic continuation. It leads 
in a very natural way to the consideration of functions which are defined 
on Riemann surfaces rather than in plane regions. This device makes it 
possible to replace "multiple-valued functions" (such as the square-root 
function or the logarithm) by functions. A systematic treatment of 
Riemann surfaces would take us too far afield, however, and we shall 
restrict the discussion to plane regions. 

Regular Points and Singular Points 

16.1 Definition Let D be an open circular disc, suppose f E H(D), and 
let j9 be a boundary point of D. We call B a regular point off if there 
exists a disc Dl with center a t  B and a function g e H(D1) such that 
g(z) = f(z) for all a e D n Dl. Any boundary point of D which is not a 
regular point off is called a singular point off. 

It is clear from the definition that the set of all regular points off is an 
open (possibly empty) subset of the boundary of D. 

In  the following theorems we shall take the unit disc U for D, without 
any loss of generality. 

16.2 Theorem Suppose f e H(U), and the power series 

has radius of convergence 1. Then f has at least one singular paint on, the 
unit circle T. 

312 
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PROOF Suppose, on the contrary, that every point of T is a regular 
point of f. The compactness of T implies then that there are open 
discs Dl, . . . , D, and functions gj e H(Dj) such that the center of 
each Dj is on T, such that T C Dl u u D,, and such that 
gj(z) = f(2) in D, n U, for j = 1, . . . , n. 

If D; n Dj # jZf and Vij = Di n D, n U, then Vij # $3 (since the 
centers of the Dj are on T), and we have gi = f = gj in Vij. Since 
Di n D, is connected, it follows from Theorem 10.18 that gi = gj in 
Din Di. Hence we may define a function h in Q = U u Dl u u D. 
by 

Since Q > 0 and is open, there exists an e > 0 such that 
D(0; 1 + E) c Q. But h r H(Q), h(2) is given by (1) in U, and now 
Theorem 10.16 implies that the radius of convergence of (1) is at  least 
1 + e, contrary to our assumption. 

16.3 Definition Iff  e H(U) and if every point of T is a singular point of 
f, then T is said to be the natural boundary off. In this case, f has no 
holomorphic extension to any region which properly contains U. 

16.4 Remark It is very easy to see that there exist f e H(U) for which 
T is a natural boundary. In fact, if fi is an9 region, it is easy to find an 
f E H(Q) which has no holomorphie extension to any larger region. To 
see this, let A be any countable set in St which has no limit point in but 
such that every boundary point of n is a limit point of A. Apply Theorem 
15.11 to get a function f r H(Q) which is 0 at every point of A but is not 
identically 0. If g r H(Q,), where Stl is a region which properly contains 
52, and if g = f in St, the zeros of g would have a limit point in ill, and we 
have a contradiction. 

A simple explicit example is furnished by 

(1) j(4 = 2 z~~ = z+ z2 + r4 + 2s + - (z e u). 
n=O 

This f satisfies the functional equation 

from which it follows (we leave the details to the reader) that f is unbounded 
on every radius of U which ends at  exp ( 2 ~ i k / 2 ~ ] ,  where 7c and n are 
positive integers. These points form a dense subet of T; and since the 
set of all singular poinb off is closed, f has T as its natural boundary. 

That this example is a power series with large gaps (i.e., with many 
zero coefficients) is no accident. The example is merely a special case of 
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Theorem 16.6, due to Hadamard, which we shall derive from the following 
theorem of Ostrowski: 

16.5 Theorem Suppose X, p k ,  and q k  are positive integers, 

p 1 < p z < p s <  " *  J 

and 

Suppose 

has radius of convergence 1, and a, = 0 whenever p k  < n < q k  for some k .  
If s,(z) is the pth partial sum of (2), and if P is a regular point o f f  on T,  then 
the sequence { s,,(z) ) mverges in s o w  neighborhood of 8. 

Note that the full sequence [s,(n) j cannot converge at any point out.- 
side 0. The gap condition (1) ensures the existence of a subsequence 
which converges in a neighborhood of 8, hence at some points outside 0. 
This phenomenon is called overconvergence. 

PROOF If g(z) = ~ ( P z ) ,  then g also satisfies the gap condition. Hence 
we may assume, without loss of generality, that 8 = 1. Then f has a 
holomorphic extension to  a region St which contains U u { 1 f . Put 

and define F(w) = f ( 4 ~ ) )  for all w such that p(w) E St. If \w\ 1 
but w # 1, then la(w)l < 1 ,  since 11 + wl < 2. AXso, ~ ( 1 )  = 1. It 
follows that there exists an r > 0 such that a(D(0;  1 + e ) )  C St. 
Note that the region v(D(O; 1 + E ) )  contains the point 1.  The series 

converges if Iwl < 1 + e .  
The highest and lowest powers of w in [a(w)ln have exponents 

(X + l ) n  and An. Hence the highest exponent in [ a (~ ) ]*k  is less than 
the lowest exponent in [ p ( w ) ] ~ ~ ,  by ( 1 ) .  Since 

the gap condition satisfied by {a,)  now implies that 
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The right side of (6) converges, as k --+ a, whenever )wl < 1 + e. 
Hence [ s, (z) f converges for all z E cp(D (0 ; I + e)) . This is the desired 
conclusion. 

Note: Actually, { s,,(x) j converges uniformly in some neighborhood of P. 
We leave it to the reader to verify this by a more careful examination of 
the preceding proof. 

16.6 Theorem Suppose X i s  a positive integer, f pk j i s  a sequence o j  positive 
integers such that 

and the power series 
a 

has radius of convergence 1. T h e n  f h a s  T as its natural boundary. 

PROOF The subsequence (sp,]  of Theorem 16.5.i~ now the same 
(except for repetitions) as the full sequence of partial sums of (2). 
The latter cannot converge at any point outside u; hence Theorem 
16.5 implies that no point of T can be a regular point o f f .  

16.7 Example Put a ,  = 1 if n is a power of 2, put an = 0 otherwise, put 
9n = exp (- dn), and define 

(1) 

Since 

the radius of convergence of (1) is 1- By Hadamard's theorem, f has T 
as its natural boundary. Nevertheless, the power series of each deriva- 
tive of f, 

converges uniformly on the closed unit disc. Each f c k )  is therefore uni- 
formly continuous on U ,  and the restriction off to T is infinitely differ- 
entiable, as a function of 8, in spite of the fact that T is the natural bound- 
ary of f. 

The example demonstrates rather strilcingly that the presence of sin- 
gularities, in the sense of Definition 16.1, does not imply the presence of 
discontinuities or (stated less precisely) of any lack of smoothness. 
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This seems to be the natural place to insert a theorem in which con- 
tinuity does preclude the existence of singularities : 

168 Theorem Suppose Q is a region, L is a straight line or a circular arc, 
SZ - L is the union of two regions 91 and Q2, j is continuous in Q, and f is  
holomorphic in Ql and in Qz. Then f is holomorphic iit St. 

PROOF The use of linear fractional transformations shows that. the 
general case follows if we prove the theorem for straight Iines L. By 
Morera's theorem, it is enough to show that the integral of j over the 
boundary db is 0 for every triangle A in Q. The Cauchy theorem 
implies that the integral of f vanishes over every closed path y in 
A n ill or in A n R2. The continuity off shows that this is stiIl true if 
part of r is in L, and the integral over ah is the sum of at most two 
terms of this sort. 

Continuation along Curves 

16.9 Definitions A function element is an ordered pair (f,D), where D is 
an open circular disc and js  H(D). Two function elements (f0,Do) and 
(fl,Dt) are direct continuations of each other if two conditions hold: 
Do n Dl # @, and fo(x) = fl(x) for all z c Do n Dl. In  this case we write 

A chain is a finite sequence of discs, say C = { Do,D1, . . . ,D,), such 
that Di-1 n Di # @ for i = 1, . . . , n. If (fo,Do) is given and if there 
exist elements (fi,Di) such that (fi-lIDj-l) - (ji,Di) for i = 1, . . . , n, 
then (f,,D,) is said to be the analytic continuation of (fa,Do) along e. 
Xote that f, is uniquely determined by fo  and C (if it exists at all). To 
see this, suppose (1) holds, and suppose (1) also holds with gl in place of 
fl.  Then g1 = fo = f1 in Don Dl; and since Dl  is connected, we have 
gl = f l  in Dl. The uniquene.9 of f, now follo\vs by induction on the 
number of terms iri C, 

If (f,,D,) is the corlti~luation of (jo,Do) along C, and if D, n Do # @, 
it need not be true that (jo,Do) - (fis,D,,) ; in other words, the relation - 
is not transitive. The sinlplest example of this is furnished by the square- 
root function: Let Do, Dl, and D2 be discs of radius 1, with centers 1, o, 
and w2, where wa = 1, choose f j  r H(DJ so that jj2(z) = z and so that 
(fo,Do) (fl,D~), (f ~ , D I )  - (f2,Dz). In Do n D2 we havef2 = -fo f fo. 

A chain C? = (Do, . . . ,D,] is said to wver a curve y with parameter 
interval [O,f] if there are numbers 0 = so < sl < - - < s, = 1 such 
that y(0) is the center of Do, y(1) is the center of D,, and 
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If (fo,Do) can be continued along this e to (f,,D,) we call (A,&) an 
analytic continuation of (fo,Do) along y (uniqueness will be proved in 
Theorem 16.11); dfo,Do) is then said to admit an analytic continuation 
along y. 

Although the relation (I) is not transitive, a redricted form of transitiv- 
ity does hold. It supplies the key to the proof of Theorem 16.11. 

16.10 Proposition Suppose DO n Dl n Dz # @, (Do,~o) - (Dl,fi), and 
(Di,f I) - (Dz,fp) a Then (Do,fo) (D2,f 2). 

PROOF By assumption, fo = f l  in Do n Dl and f 1 = $2 in Dl n Ds. 
Hence fo  = f s  in the nonempty open set Do n Dl n Dz. Since fo  and 
fz are holomorphic in Do n Dz and Do n Dz is connected, it follows that 
fo  = fz  in Do n D2. 

16.11 Theorem If (f,D) is a function element and if y is a curve which 
starts at the center of D, then (f,D) admits at most me analytic w n t i n d m  
along 7. 

Here is a more explicit statement of what the theorem asserts: If y is 
covered by chains el = {Ao,A1, . . . ,A,) and ez = {Bo,Bl, . . . ,B,), 
where Ao = Bo = D, if (f,D) can be analytically continued along ex to 
a function element (g,,A,), and if (f,D) can be analytically continued 
along es to (hn,Bn), then g, = h, in A, n B,. 

Since A, and B, are, by assumption, discs with the same center y(l), 
it follows that g, and h, have the same expansion in powers of z - y(l), 
and we may as well repIace A, and B, by whichever is the larger one of 
the two. With this agreement, the conclusion is that g, = h,. 

PROOF Let el and ez be as above. There are numbers 

(1) + I  C A ,  ( u J +  C B (0 5 i I m, 0 5 j 5 n). 

There are function elements (gi,Ai) - (gi+l,Ai+l) and 

for0 5 i 5 m - 1 and0 5 j _< n - 1. Herego = ho = f. 
We claim that if 0 5 i 5 m and 0 _< j < n, and if [ ~ i , ~ i + l ]  intersects 

bj,uj+ 11 9 then (gi,Ai) (hj,Bj) - 
Assume there are pairs (i,j) for which this is wrong. Among them 

there is one for which i + j is minimal. It is clear that f hen i + j > 0. 
Suppose 2 u+ Then i 2 1, and since [&,s+l] intemects [uj,cj+1], 
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we see that 

The minimality of i + j shows that (gi-,,Ai-l) - (h j ,Bj )  ; and since 
(gi-l,Ai-l) (gi,Ai), Proposition 16.10 impIies that  (gi7A;) - (hj,Bj). 
This contradicts our assumption. The possibility si 5 gj is ruIed out 
in the same way. 

So our claim is established. In particular, i t  holds for the pair 
( ~ n , n ) ,  and this is what we had to prove. 

16.12 Definition Suppose a and 0 are points in the plane and p is a con- 
tinuous mapping of the unit square I 2  = I X I (where I = [O,1]) into the 
phne, such that p(0,t) = a and p(1,t) = @ for all t E I. The curves yt 
dcfined by 

are then said to form a me-parameter family ( y L J  of curves from (I! to 18. 
We now come to a very important property of analytic continuation: 

16.13 Theorem Suppose f yt 1 (0 I t 5 1 )  is a one-paranzeter fatnily qf 
curves 4f~onz  a to P ,  D i s  a disc with center at a, and the ,function elelnent ( f 7 D )  
admits  analytic continuation along each yt, to a n  elenlent (g t ,L ) , ) .  Then 

The last equality is to be interpreted as in Theorein 16.11 : 

and Do and Dl are discs with tbe same center, namely, @. 
PltOOF Fix t E I. There is a chain C = { Ao, . . . ,An] which covers 
yt, with A O  = D. There are numbers 0 = so < . . < s, = 1 such 
that  

There exists an e > 0 which is lcss than the distance from any of the 
(*ompact sets Ei to the con~plenlent of the corresponding open disc 
Ai. The unifornl continuity of p on I 2  (see Defii~it~ioxl 16.12) shows 
that there exists a 6 > 0 such that 

Suppose u satisfies these conditions. Then (2) shows that e covers 
y, and therefore Theorem 16.11 shows that both g, and g, are obtained 
by continuation of ( f , D )  along this same chain e. Hence gc = g,. 

Thus each t E I is covered by a segment Jt  such that g, = gt for all 
Z L  E I n J t .  Siwe I is compact, I is covered by finitely many J t ;  nnd 
since I is conilected, we see in a finite number of steps that gl = go. 
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The Monodromy Thtiprem 

16.14 Definition Tlet a and P he points in a region Q, and suppose ro and 
rl are curves in I?, from a to /3. We say that ro and F1 are 9-h.onzotopic 
if there is a one-paramet er family { yt  j of curves froill a to p (see Definition 
16.12) such that  eavh yr is a curve in Q and such that yo = ro and yl = rl. 

Intuitively, this just iileans that  ro can be deformed to I'l within a, 
keepiiig the elld points fixed. 

16.35 Definition Suppose is a region, ( f , D )  is n furlctioll elenlent, and 
D C a. We say that, ( f ,D)  admits unrestr.icted continuation in if ( f , D )  
can be analytically continued along every curve in St which starts a t  the 
center of D. 

We can now state the nlonodromy theorem: 

16.16 Theorem Suppose ( f ,  D )  ad vlits unrestricted continuation in a plane 
region a. 

(a)  I j  r and rl a?*e Q-honzotopic ctu-ves ,f?.o~~z a to p, where a i s  the center 
of D, then the continuation of ( f , D )  along To coincides with its con- 
tinuation alor~g r l. 

(b)  I f ,  in addition, Q i s  s i m p l ~  connected, then there exists a g E H(Q)  
such that g(z) = f (2) for all z E D. 

PROOF (a )  is a corollary of Theorem 16.13. 
If St is simply connected, then there is a homeomorphism h of i 2  onto 

U ;  and since U is convex, we can define 

r 1 1 he rcsulti~ig one-paranlcter faillily ( y l  1 slioics tliat, ally tn-o curves 
Fo and r l  it1 It, from a to p, are St-llomotopic. It now follows from 
(a)  that all continuations of ( f , D )  to p, dong any curve in Q,  lead to 
the same element (gB,Da), whcre Dg is a disc with center a t  P .  If D,g, 
intersects LIB, then (gB,,Da,) can be obtained by first continuing ( f , D )  
to 0, then along the straight line froill 13 to PI. This shows that 
gal = gp irl Dal n Da. 

The definition 

is therefore corlsistellt and gives tho desired holonlorphic enteilsion off. 
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Construction of a Modular Function i 

16.17 The Modular Group This is the se6 C of all linear fractional 
transformations p of the form 

I 

where a, b, c, and d are integers and ad - bc = 1. 
Since a ,  b, c, and d are real, each p E G maps the real axis onto itself 

(except for a). The imaginary part of p(i) is (c2 + d2)-l > 0. Hence 

where TI+ is the open upper half plane. If p is given by (I), then 

so that p-I c (3. Also p 0 + e G if p c C and J/ c C. 
Thus G is a group, with composition as group operation. In view of 

(2) it is customary to regard C as a group of transformations on n+. 
The transforrnationsx--+ z + 1 (a = b = d = 1 ,  c = 0) andx-, - l / z  

(a  = d = 0, b = -1, c = 1) belong to G .  In fact, they generate G (i.e., 
there is no proper subgroup of G which contains these two transforma- 
tions). This can be proved by the same method which will be used in 
Theorem 16.19(c). 

A modular function is a holomorphic (or meromorphic) function f on 
TI+ which is invariant under C or a t  least under some nontrivial subgroup 

of G. This means that f 0 p = f for every p E I?. 

16.18 A Subgroup We shall take for F the group generated by and T,  

where 

One of our objectives is the construction of a certain function X which is 
invariant under F and which leads to a quick proof of the Picard theorem. 
Actually, it is the mapping properties of X which are impo-t in this 
proof, not its invariance, and a quicker construction (using just the 
Riemann mapping theorem and the reflection principle) can be given. 
But it is instructive to study the action of r on TI+, in geometric terms, 
and we shall proceed along this route. 

Let & be the set of all z which satisfy the following four conditions, 
where z = x + iy: 



Analytic continuation 321 

& is bounded by the v ical lines x = -1 and x = I and is bounded 
below by two semicircles TI f radius +, with centers at -+ and at +. Q 
contains those of its boundary points which lie in the left half of II+. Q 
contains no point of the red axis. 

We claim that Q is a fundbmental domain  of r. This means that state- 
ments ( a )  and ( b )  of the folllowing theorem are true. 

16.19 Theorem Let r and Q be a s  above. 

( a )  If P I  and rpz E r and # p2, then v;(Q) n p 4 Q )  = a. 
(b)  U o(Q) = n+. 
(c)  I' contains all transformations p s G of the form 

for which a and d are a id  integers, b and c are even. 

PROOF Let r l  be the set of all p e G described in (c).  It is easily 
verified that r l  is a subgroup of G. Since u s r I  and T s F l ,  it follows 
that r C r I .  To show that I' = rl ,  i.e., to prove (c), it is enough to 
prove that (a ' )  and (b) hold, where (a')  is the statement obtained from 
( a )  by replacing r by rl. For if (a')  and (b)  hold, it is clear that l? 
cannot be a proper subset of rl. 

We shall need the relation 

which is valid for every p s G given by (1). The proof of ( 2 )  is a 
matter of straightforward computation, and depends on the relation 
ad - bc = 1. 

We now prove (a'). Suppose pl and pz s F I ,  p l  # p ~ ,  and 
p = p c l  0 pz. If z s (PI (&)  n p2(Q),  then pl-l(z) E & n p(&). It is 
therefore enough to show that 

if p E rl and p is not the identity transformation. 
I f  c = 0 in (I), then ad = 1 ,  and since a and d are integers, we have 

a = d = f 1. Hence p(z) = z + 2 n  for some integer n # 0, and the 
description of Q makes i t  evident that (3) holds. 

If c # 0, we claim that lcz + dl > 1 for every z E Q. Otherwise, 
the circle with center at - d / c  and radius Jl /c l  would intersect Q. 
The description of Q shows that if any circle with center on the real 
axis intersects Q, then at least one of the points -1, 0, 1 lies in the 
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interior of this circle. But if w is an inte er, then cw + d is an odd 
integer whose absolute value cannot be le 's than 1. 

So Icz + dl > 1, and it now follows fro b (2) that Im &) < Im z 
for every z E Q. If it. were true for some e Q that p(z) E &, the same t argument would apply to p-l and would,show that 

I 

(4) Im 2 = Im p-'((n(z)) < I m  IP(Z). 

This contradiction proves (a'). 
To prove (b),  let Z be the union of the sets IP(Q), for p E r. I t  is 

clear that 2 C II'. Also, I; contains the sets rn(Q), for n = 0, f 1, 
+ 2, . . . , whereTn(z) = z + 2n. Since a maps the circle 122 + 1 I = 1 
onto the circle (22 - 11 = 1, we see that I; contains every z EU+ 
which satisfies all inequalities 

Fix w E II+. Since Im w > 0, there are only finitely many pairs of 
integers c and d such that Icw + d )  lies below any given bound, and we 
can choose po E r SO that lcw + dl is minimized. By (2), this means 
that 

Put z = p0(w). The11 (6) becomes 

(7) Imrp(z )<1m2 ( p ~ r ) .  

Apply (7) t;o p = UT-rn and to p = u-%-". Since 

it follows from (2) and (7) that 

(9) 122 - 4n + I /  2 1, 122 - 4n - 11 2 1 

(n = 0, + I ,  4 2 ,  . . .). 
Thus x satisfies (3, hcrlce x E 2 ;  and sirlce w = rpu-l(z) and po.-l E 1', 
we have w E Z. 

This completes the proof. 

The following theorem summarizes some of the properties of the mod- 
ular function X which was mentioned in Sec. 16.18 and which will be used 
in Theorem 16.22. 

16.20 Theorem If I' and Q are as described in Sec. 16.18, there exists a 
function X z H(II+) such that 

(a) X 0 cp = X for every q E r. 
(6)  X i s  one-to-one on Q. 
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(c) The range Q o j  X [which i s  the same as X ( Q ) ,  by (a ) ] ,  i s  the region 
emsisting o f  all c&aplex nurnbe?a di,ferent from 0 and 1. 

( d )  X has the real axis as its natural boundary. 

PROOF Let Qo be the right half of Q. More precisely, Qo consists of 
all z E n+ such that 

By Theorem 14.19 (and Remarks 14.20) there is a continuous func- 
tion h on Go which is one-to-one on 00 and holomorphic in Qo, such 
that h(Q0) = II+, h(0) = 0 ,  h(1) = 1 ,  and h( a) = a. The reflec- 
tion principle (Theorem 11.17) shows that the formula 

(2) h(-x + i y )  = h(x  + i y )  

extends h to a continuous function on the closure & of Q which is a 
corlformal mapping of the interior of Q onto the complex plane minus 
the nonnegative real axis, We also see that h is one-to-one on Q, 
that h(Q) is the region Q described in (c), that 

(3) h(-1 + iy )  = h( l  + iy) = h ( ~ ( - 1  + i y ) )  (0 < y < m), 

and that 

Since h is real on the boundary of Q, (3) and (4) follow from (2) and 
the definitions of u and 7. 

We now define the function X : 

By Theorem 16.19, each z E n+ lies in o(Q) for one and only one 
p E F .  Thus (5) defines X ( x )  for z E n+, and we see immediately that 
X has properties (a)  to (c) and that X is holomorphic in the interior of 
each of the sets o(Q). 

It follows from (3)  and (4) that X is continuous on Q u r-l(Q) u u-l(Q), 
hence on an open set V which contains Q. Theorem 16.8 now shows 
that X is holon~orphic in V. Since II+ is covered by the union of the 
sets o ( V ) ,  p E F ,  and since X 0 9 = X ,  we conclude that X s H(II+). 

Finally, the set of all numbers o(O) = b/d is dense on the red axis. 
If X could be analytically continued to a region which properly con- 
taiils II+, the zeros of would have a limit point in this region, which 
is iinpossible silice is riot constant. 
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The Picard Theorem I 

16.21 The so-called "little Picard theorem" asserts that every noncon- 
stant entire function attains each value, with one possible exception. 
This is the theorem which is proved below. There is a stronger version: 
Every entire function which i s  not a polynomial attains each value infinitely 
many times, again with one possible exception. That one exception can 
occur is shown b y j ( x )  = ez, which omits the value 0. The latter theorem 
is actually true in a local situatiori: I f f  has an isolated singularity at a 
point zo and i f  f omits two values in some neighborhood of 20, then zo is  a 
removable singularity or a pole o f f .  This so-called "big Picard theorem" 
is a remarkable strengthening of the theorem of Weierstrass (Theorem 
10.21) which merely asserts that the image of every neighborhood of z o  
is dense in the plane i f f  has an essential singularity a t  20. We shall not 
prove it here. 

16.22 Theorem If f i s  an entire function and i f  there are two distinct com- 
plex numbers a and f l  which are not in the range o f f ,  then f is  mstant .  

PROOF Without loss of generality we assume that a = 0 and B = 1 ; 
if not, replace f by ( f  - a ) / @  - a). Then f maps the plane into 
the region Q described in Theorern 16.20. 

With each disc Dl C Q there is associated a region V1 C TI+ (in 
fact, there are infinitely many such V, ,  one for each p c r) such that 
X is one-to-one on V l  and X(Vl) = Dl; each such V 1  intersects a t  
most two of the domains p(&). Corresponding to each choice of V I  
there is a function E H ( D 1 )  such that $l(X(z)) = x for all z c Vl .  

If D2 is another disc in Q and if Dl n D2 $ @, we can choose a 
corresponding V 2  so that V l  n V 2  + a. The function elements 
(qh,D and ($2,D2) will then be direct analytic continuations of each 
other. Note that $i(Di) C II+. 

Since the range of f is in Q, there is a disc A. with center at 0 so 
that f(Ao) lies in a disc Do in !d. Choose c H(Do) ,  as above, put 
g(z) = $ O ( $ ( x ) )  for z r Ao, and let y be any curve in the plane which 
starts at 0. The range of j o r is a compact subset of Q. Hence y 
can be covered by a chain of discs, Ao, . . . , A,, so that each Ai  
lies in a disc D, in Q, and we can choose $i c Di so that ($i,Di) is a 
direct analytic continuation of ($L-~,D~-,),  for i = 1, . . . , n. This 
gives an analytic continuation of the function elenlent (g,Ao) along 
the chain { A o ,  . . . ,A,) ; note that 9, 0 f has positive imaginary part. 

Since (g,Ao) admits unrestricted continuation in the plane and 
since the plane is simply connected, the monodror~ly theorenl implies 
that g extends to an entire function. Also, the range of g is in n+, 
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hence (g - z?/(g + i )  is bounded, hence constant, by Liouville's 
theorem. This shows that g is constant., and since +a was one-to-one 
on f(Ao) and A. was a nonempty open set, we conclude that f is 
constant, 

Exer ci s es 

1 Suppose f(x) = Za,zn, a, 2 0, and the radius of convergence of 
the series is 1. Prove that f has a singularity at  z = 1. Hint: 
Expand f in powers of z - $. If 1 were a regular point off, the 
new series \vould converge a t  some x > 1.  What would this 
imply about the original series? 

2 Suppose (f,D) and (g,D) are function elements, P is a polynomial 
in two variables, and P(f,g) = 0 in D. Suppose f and g can be 
analytically continued along a curve 7, to f l  and gl. Prove that 
P(fl,gl) = 0. Extend this to more than two functions. Is there 
such a theorem for some class of functions P which is larger than 
the polynomials? 

3 Suppose Q is a sinlply connected region, and u is a real harmonic 
function in a. Prove that there exists an f g H ( Q )  such that 
u = Re f. Show that this fails in every region which is not 
simply connected. 

4 Suppose X is the closed unit square in the plane, j is a co.ntinuous 
complex function on X, and f has no zero in X. Prove that there 
is a continuous function g on X such that f = ea. For what class 
of spaces X (other than the above square) is this also true? 

5 Prove that the transformations z -+ z + 1 and z -+ - l / z  generate 
the full modular group G.  Let R consist of all z = x + i y  such 
that 1x1 < -;, y > 0, and lzl > 1, plus those limit points which 
have x < 0. Prove that R is a fundamental domain of G. 

6 Prove that G is also generated by the transformations pand +, 
where 

Show that p has period 2, $ has period 3. 
7 Find the relation between composition of linear fractional trans- 

formations and matrix multiplication. Try to use this to con- 
struct an algebraic proof of Theorem lCi.lS(c) or of the first part 
of Exercise 5. 
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8 Let E be a compact set on the real axis, of positive Lebesgue 
measure, let 9 be the complement of E, relative to the plane, and 
define 

Answer the following questions: 
(a) Is f constant? 
(b)  Can j be extended to an entire function? 
(c) Does lim zf(z) exist as z -+ m ?  If so, what is it? 
(d) Does f have a holon~orphic square root in a? 
( e )  Is the real part of f hour~dcd in St'? 
($) Is the imaginary part off  bounded in R ?  

[If "yes" in (e) or  ( f ) ,  give a bound.] 
(g) What is $,f(z) dz if 7 is a positively oriented circlc which has 

E' in its interior? 
(h)  Does there exist a bounded holoinorphic function p in St which 

is not constant? 
9 Check your answers in Exercise 8 agxir~st the special case 

10 Call a compact set E in the plane relnovable if there are no non- 
constant bounded holoinorphic functions in the complement of E. 
(a) Prove that every c:ourlfable ronil)atlt sct is reniovable. 
(b)  If It is a conlpacht subset of the real axis, and m(l:') = 0, prove 

that X is renlovablc. lfir~t: I!: can be surrourlded by curves of 
arbitrarily sinall total length. Xpl11y Cauchy's formula, as in 
Exercise 11, Chap. 13. 

( c )  Supl,ose Ii is rcnlovable, Q is a r ~ g i o ~ l ,  I!! C St, f e H ( Q  - E ) ,  
and f is bounded. Prove that j' rail be extended to a holo- 
inorpllir func:t.iou in II. 

(d) Fornlulate and prove an analogue of part (b) for sets h' which 
are not 11et:essariIy on the real axis. 

(e) l'rove that tlo coillpacl co~lilected subset of the plane (with 
inore than one point) is renlovable. 

I1 For each positive number a, let T', be the path with paranleter 
interval ( -  a, a) defined by 
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Let R, he the  col-lzponcnt of the complement of I'f which contains 
the origin, and define 

I cxp (c") .few = F2 F 2  - dw ( 2  E a,). 

Prove f hat ,fB is an analytic ~ont~inuntion of + f m  if a < P .  Prove 
that therefore there is at1 entire function f whose restriction t,o 
C p  is fa. Prove that 

liin f(r-eie) = 0 
7- a) 

for every eie # 1. (Here 1 .  is positive and 8 is real, as usual.) 
Pilove I hat j is not consiarl t . [Hint: Look a t  f (r).] If 

lim g(reie) = 0 
I-+ a) 

for every eie. 
Show that there exists an entire function h such that  

if x = 0, 
lim h(n.2) = 
r---l m 

12 Suppose 

Find the  regions in which the t ~ v o  series converge. Show that 
this illustrates Theorem 16.5. Find the singular point of j' which 
is tlcarest t.o the origin. 

13 For real x, define 

Apply the Poisson suinmat ion formula to y-' sin2 y (see Exercise 
1, Chap. 9) to get another expression for g (x). Your computation 
should produce entire functiorls G ,  (one for each integer m) such 
that G,(x) = g(x) if rn 5 x <  TI^ + 1, although the  series defining 
g(x) diverges for every x which is not real. To  check your 
computation, verify that g( (+)  = 6 and g(+) = &. 



This chapter is devoted to the study of certain subspaces of H ( U )  
which are defined by certain growth conditions; in fact, they are all con- 
tained in the rlass N defined in Chap. 1;5. These so-called HP-spaces 
(named for G. H. Hardy) have a large nlin~bcr of interesting properties 
concerning factorizations, boundary values, and Cauchy-type representa- 
tions in terms of measures on the boundary of Z'. We shall merely give 
some of the highlights, such as the theorem of 17. and i\I. Riesz on meas- 
ures p ~vhose Fourier coefficients P(n) are 0 for all .n < 0, Beurliug's 
classification of the invariant subspaces of H 2 ,  and 3t. Riesz's theorelm 
on conjugate functions. 

A convenient approach to the subject is via subharmonic functious, 
and we begin with a brief outline of their properties. 

Subharnlonic Functions 

17.1 Definition A functiorl I r  defined in an open set Q in the plane is 
said to be subhar~~lonic if 

( a )  - a 5 U ( Z )  < for all Z E Q .  

(b )  u. is upper senlicontinuous in 62. 
(c) Whenever D(a;r)  C Q ,  then 

(d )  None of the integrals in (c) is - a .  

Note that  the integrals in ( c )  always exist and are not + a ,  since (a) 
and (b )  iillply that u is bounded above on every coinpact K C a. [Proof: 
If I<,, is the set of all z E I< a t  which u(z) 2 n, then K > K 1  3 K 2  . . P 
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so either K ,  = % for some n ,  or n K ,  # %, in which case u(z) = a for 
some z E K.]  Hence (d) says that the integrands in (c) belong to L1(T).  

Every real harmonic function is obviously subharmonic. 

17.2 Theorem If u is  subharmonic i n  Q, and i f  p i s  a monotonically 
increasing convex function on R1, then p 0 u is subharmonic. 

[TO have p 0 u defined at  all points of St, we put p( -  a,) = lim p(x) 
as x - w.3 

PROOF Fimt, p 0 u is upper semicontinuous, since p is increasing 
and continuous. Next, if I)(a;r) C Q, we have 

The first of these inequalities holds since p is increasing and u is 
subharmonic; the second follows from the convexity of p, by Theo- 
rem 3.3. 

17.3 Theorem If St i s  a region, f c H( i l ) ,  and f is  not identically 0 ,  then 
log If 1 is subharmonic in O, and so are log+ 1 f 1 and 1 f I P  (0 < < ). 

PROOF It is understood that log I f  (z)l = - 00 if f ( 2 )  = 0. Then 
log ( f  ( is upper semicontinuous in St, and Theorem 15.19 implies that. 
log ] f 1 is subharmonic. 

The other assertions follow if we apply Theorem 17.2 to log I f (  in 
place of u, with 

~ ( t )  = max (0,t) and p(t) = ept. 

17.4 Theorem Suppose u is a continuous subharmonic function i n  O, K 
is  a compact subset of St, h i s  a m t i n u o u s  real function on K which i s  har- 
monic in the interior V of K ,  and u ( z )  5 h(z) at all boundary points of K. 
Then u(z) 5 h(z)  for all z E K .  

This theorem accounts for the term "subharmonic. " Continuity of 
u is not necessary here, but we shall not need the generd case and leave 
it as an exercise. 

PROOF Put u1 = u - h, and assume, to get a contradiction, that 
ul(z) > 0 for some z E V. Since ul is continuous on K, ul attains 
its maximum m on K; and since u, 5 0 on the boundary of K, the 
set E = { a  c K: ul(z) = is a nonempty compact subset of V .  
Let 20 be a boundary point of E. Then for some r > 0 we have 
d(20;r) C V, but some subarc of the boundary of d(zo; r )  lies in the 



330 Real and complex analysis 

complement of E. Hence 

and this means that ul is not subharmonic in V. But if 14 is suhhar- 
monic, so is u - h, by the mean value property of harmonic func- 
tions, and we have our contradiction. 

17.5 Theorem Suppose u i s  a continuou,s subharlnonic function in U ,  and 

I f  rl < rz, then m(rl)  I m(r2).  

PROOF Let h be the continuous function on D(0;ra) which coincides 
with u on the boundary of D(0;r2) and which is harmonic in D(O;r2). 
By Theorem 17.4, u 5 h in D(O;rz). Hence 

The Spaces HP and hT 

17.6 Theorem I j  j E H ( U ) ,  and ij 

u O ( f ; r )  = exp (l log+ l f ( ~ e i ~ ) l  c i ~ ] ,  
2a - R  

then M o ,  M,, and M ,  are monotonically increasing functions of r in [0,1). 

PROOF For Mo and 1C1, this is an immediate consequence of Theo- 
rems 17.3 and 17.5. For M ,  it follows from the maxinlum nlodulus 
theorem, 

This suggests the following definition: 

17.7 Definition For any f E H ( U )  and for 0 I p I 00, we put 

where Mpdf;r) is a s  in Theorem 17.6. 
For 0 < p 5 a, the class H p  is defined to consist of all j E H ( U )  for 

which 11 jllP < 00. Note that this coincides with our previously intro- 
duced terminology in the case p = 00. 



The class N consists of all f E H(U) for which I] f l l o  < a .  
I t i s c l e a r t h a t H ~ C H p C H 8 C  N i f O  < s < p  < a.  

17.8 Remarks For I 5 p 5 a ,  11 f l l P  satisfies the triangle inequality, 
so that Hp is a normed linear space. To see this, apply the Minkowski 
inequality to M,(f ;r) : 

As r -+ 1, we obtain 

Actually, HP is a Banach space, if I 5 p 5 a : To prove the complete 
ness, suppose (f,) is a Cauchy sequence in Hp, 121 < T < R < 1, and 
apply the Cauchy formula to j,, - fm, integrating around the circle of 
radius R. This leads to the inequalities 

and we conclude that t f, j converges uniformly on compact subsets of U 
to a function of f E H(U). Given r > 0, there exists an m such that 
] I f n  - fmllp < E for all n > m, and then, for every r < 1, 

This gives i j f  - f m [ l p 4  0 as m+ a .  

For p < 1, Hp is still a vector space, but the triangle inequality is 
no longer satisfied by llf l lp .  

We saw in Theorem 15.23 that the zeros of any f r N satisfy the 
Blaschke condition Z(1 - la,l) < a .  Hence the same is true in every 
HP. I t  is interesting that the zeros of any f E Hp can be divided out 
without increasing the norm : 

17.9 Theorem Suppose f E N, f $ 0, and B is the Blaschke product 
formed with the zeros off .  Put g = f l B .  Then grN and llgllo = Ilfllo. 

Moreover, iff r Hp) then g E HP and I[gllp = 11 f l l P  (0 < p 5 a ) .  

PROOF Note first that 

In fact, strict inequality holds for every z r U, unless j has no zeros 
in U, in which case B = 1 and g = f. 

If s and t are nonnegative real numbers, the inequality 
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holds since the left side is 0 if st < 1 and is log s + log t if st 2 1. 
since 191 = If IllBI, (2) eves 

By Theorem 15.24, (3) implies that 11g1! 5 !If 11 o, and since (1) holds, 
we actually have llgl!o = I l f [ l o .  

Now suppose f E HP for some p > 0. Let B, be the finite Blaschke 
product formed with the first n zeros off (we arrange these zeros in 
some sequence, taking multiplicities into account). Put g, = f/B,. 
For each n, IB,(reie) I -+ 1 uniformly, as r -+ 1. Hence Ilgnllp = 11 f [ I P .  
As n -+ 00, lgnl increases to Ig 1, so that 

(4) M,(g;r) = lim M,(g,;r) (0 < r < I), 
n d  w 

by the monotone convergence theorem. The right side of (4) is at 
most (1  f 11, for all r < 1; and if we let r --, 1, we obtain Ilgllp I 11 f \ I P .  
Equality now follows from (I), a s  before. 

The Space HP 

The particular importance of Ha is due to the fact that it is a Hilbert 
space and that it can be very easily identSed with a certain subspace 
of L2(T), where T is the unit circle. We recall that the norm of any 
g E L2(T) is 

and that each g e L2(T) has Fourier coefficients 

The basic properties of H2 are summarized in the following theorem. 

17.10 Theorem 

(a) A f2~7PCth f r H(U), of the form 

is in  H2 if and only if 21a,I2 < a; in that case, 



(b)  I f f  e H2,  then f has radial limits f*(eie) at almost all points of T ;  
f* e L 2 ( T ) ;  the nth Fourier coeficient o f f *  is a, i f  n 2 0 and 0 
i f  n < 0; the L2-approximation 

holds; and f i s  the Poisson integral as well as the Cauchy integrd 
of f*:  If z = rei8, then 

and 

where l? i s  the positively oriented unit circle. 
(c) The mapping f -+ f* is  an isometry of H 2  onto the subspace of L2(T) 

which con&sts of h s e  g r L 2 ( T )  which have #(n) = Ofor all n < 0. 

PROOF Direct computation (Parseval's theorem) shows that 

This proves (a). 
Now suppose f e H2. For 0 < s < 1, define functions f ,  on T by 

Since Zla,lP < 00, the Riesz-Fischer theorem ensures the existence 
of a function g r L 2 ( T )  such that #(n) = a, for n 2 0 and d(n) = 0 
for n < 0. The Fourier coefficients of g - f ,  are (1  - sn)a, if n 1 0. 
Another application of Parseval's theorem therefore shows that 

As s -+ 1, the right side of (8) tends to 0, and we conclude that 

For any fixed s e (0,1), f(sz) is holomorphic in D(O;l/s) .  Hence 
if z e U and z = reie, we have 
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and 

Consider the differences between these integrals and the corre- 
sponding ones with g in place off,. The Schwarz inequality, com- 
bined with (9), then gives (4) and (5) ,  with g in place off*. So f is 
the Poisson integral of g; and since g s L1(T), the Corollary to Theo- 
rem 11.10 shows that the radial limits of f exist and are equal to 
g a.e. on T. This proves (b). 

That [lf*112 = Itfll2followsfrom (3). The proof of (b) shows that 
all Fourier coefficients of f* are 0 for n < 0. To complete the proof 
of (c ) ,  suppose g e L2(T) and Q(n) = 0 for all n < 0, and put 

Then f r H2 by (a), and the proof of (b) shows that f * = g, 

17.11 Remark Suppose f r Hp for some p > 0, B'is the Blaschke product 
formed with the zeros of f, and g = f/B. Theorem 17.9 shows that 
g E HP, and even that ligllP = I[fllP. Since g has no zero in U and U is 
simply connected, there exists p e H(U) such that exp (p) = g (Theorem 
13.18). Put h = exp (pp/2). Then h e H(U), and lhI2 = Iglp, hence 
h r H2. In fact, IIh)I: = Ilgll;. 

. Thus f has a factorization of the form 

where ia r HP and h has no zero in U. This makes it possible, in many 
cases, to apply H2-results to functions in any Hp. The proof which 
follows uses this technique. 

17.12 Tbeorem Iff  e H1, then 

f * (eie) = lim -1 f (reie) 

exists at almost all points of T, and 

PROOF That the limit (I) exists a.e. follows from the Corollary to 
Theorem 11.19. If B is the Blaschke product formed with the zeros 
off, the preceding remark shows that there exists an h e H2 such that 
AP = f /B and ilhll: = 11 fllb Put g = Bh. Then g E H2, 11g112 = I I ~ I I I ,  
and f = gh. We have factored f into a product of two functions 
belonging to Ha, 



Define f ,  on T by f,(eie) = f (reib), and define g, and hr in the same 
manner. S i n c e p  = g*h* a.e., we have 

(3) f* - f? = g*(h* - hr) + hr(g* - g,). 

By Theorem 17.10, Ijh* - h,[I* -+ 0 and I!g* - grllz -+ 0 as r --, 1. 
Also, 

and 

If we apply the Schwarz inequality to  each of the two products on 
the right of (3), we therefore conclude that Iff* - f,llI--, 0 as r --, 1. 

Corollary I f f  E H1,  then f i s  the Poisson integral and the Cauchy integral 
of P* 

PROOF If R < 1 and g(s) = f(Rx), then g e H(D), where 

D = D(O;l/R). 
Hence, for z e U, 

Now fix z e U, let R-+ 1, and use (2) .  This gives the Cauchy 
representation. The Poisson representation is obtained in the same 
manner. 

The Theorem of Fa and Ma Riesz 

17.13 Theorem If p is  a complex Bore1 measure on the unit circle T and .if 

then p i s  absolutely continuous with respect to Lebesgue measure. 

PROOF For z e U ,  define 

I f  z = reie, then 
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and since 
w 

(4) P,(O - t )  = 2 r~nIe'n(@--o 
) - w 

(1) shows that f is also given by the Poisson integral 

Hence 

so that f r H1. But then it follows from Theorem 17.12 that 

where f * E L1(T).  Comparison of (5) and (7) yields 

(8) dr(t )  = Z;; f  I * ,  (e dl, 

by Theorem 11.19. This gives the desired conclusion. 

The remarkable feature of this theorem is that it derives the absolute 
continuity of a measure from an apparently unrelated condition, namely, 
the vanishing of onehalf of i t s  Fourier coefficients. In recent years 
the theorom has been extended to various other situations. 

Factorization Theorems 

We already know from Theorem 17.9 that every f e H P  (except f = 0 )  
can be factored into a Blwhke product and a function g r HP which has 
no zeros in U. There is also a factorization of g which is of a more subtle 
nature. It concerns, roughly speaking, the rapidity with which g tends 
to 0 along certain radii. 

17.14 Definition An inner function is a function M E  Hoo for which 
IM*[ = 1 a.e. on T .  (As usual, M* denotes the radial limits of M.)  

If p is a positive measurable function on T such that log p E L1(T), 
and if 

for z e U, then Q is called an outer function. Here c is a constant, Icl = 1. 
Theorem 15.24 shows that every Blaschke product is an inner function, 

but there are others. They can be described as follows. 



17.15 Theorem Suppose c i s  a constant, lcl = 1, B i s  a Blaschke product, 
p i s  a $n.ite positive Bore1 measure on T which is ahgular with respect to 
Lebesgue measure, and 

M(2) = cB(I) exp ( -  /. eit + z 
-* eit - dr( t ) )  (2  & ~ i ) .  

Then M i s  an inner function, and every inner function i s  of this form. 

PROOF I f  (1)  holds and g = M / B ,  then log Igl is the Poisson integral 
of -dp ,  hence log Igl 5 0, so that g e Ha, and the same is true of M. 
Also, Dp = 0 a.e., since p is singular (Theorem 8.6), and therefore 
the radial limits of log lgl are 0 a.e. (Theorem 11.10). Since IB*l = 1 
a.e., we see that M is an inner function. 

Conversely, let B be the Blaschke product formed with the zeros 
of a given inner function M and put g = M / B .  Then log Igl is 
harmonic in U. Theorems 15.24 and 17.9 show that lgl 5 1 in U 
and that Ig*( = 1 a.e. on T. Thus log Igl 5 0. We conclude from 
Theorem 11.19 that log lgl is the Poisson integral of -dp ,  for some 
positive measure p on T. Since log [g*l = 0 a.e. on T, we have 
Dp = 0 a.e. on T, so p is singular. Finally, log Igl is the real part of 

and this implies that g = c exp (h) for some constant c with Icl = 1. 
Thus M is of the form (1). 

This completes the proof. 

The simplest example of an inner function which is not a Blaiichke 
product is the following: Take c = 1 and B = 1, and let p be the unit mass 
a t t  = 0. Then 

which tends to 0 very rapidly along the radius which ends a t  z = 1. 

17.16 Theorem Suppose Q i s  the outer function related to p as in DeJinitim 
17.14. Then 

(a) log IQ1 is  the Poisson integral of log p. 
(b) lim IQ(reie)] = p(eie) a.e. on T. 

n l  

(c) Q E H" i f  and only if p E Lp(T). I n  this case, 11 & \ I ,  = 11 collP. 

PROOF (a)  is clear by inspection, and (a)  implies that  the radial 
limits of log I&] are equal to log p a.e. on T, which proves (b). If 
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Q e Hp, Fatou's lemma implies that IIQ*II, I I I Q l l p ,  so Hpllr, < llQllp, 
by (b). Conversely, if p e Lp(T), then 

[&(rei@) )p = exp { Pr(B - t) log pp(e") dl} 27r -= 

by the inequality between the geometric and arithmetic means (The- 
orem 3.3), and if we integrate the last inequality with respect to e we 
find that l l Q l l p  5 l l r o l l P  if p < 00. Thecaqe p = .o is trivial. 

17.17 Theorem Suppose 0 < p 5 00, f r Hp, and f is not dentically 0. 
Them log If * I s L1(T), the outer function 

*r eG + z 
Q ~ M  = ~ X P  {& log 1 j* (a i1)  1 dt ] 

is in  Hp, and there is an inner function Mf such that 

Furthermore, 

Equality holds in (3) if and on1 y if Mf is conslant. 

The functions Mf and Qf are called the inner and outer factors of f ,  
respectively; Qf depends only on the boundary values of If 1. 

PROOF We assume first that f & H1. If B is the Blaschke product 
formed with the zeros off and if g = f/B, Theorem 17.9 shows that 
g r H1; and since Ig*1 = If*[ a.e. on T, it suffices to prove the theorem 
with g in place off. 

So let us assume that f has no zero in U and that f (0) = 1. Then 
log If 1 is harmonic in U ,  log (f (0)l = 0, and since log = log+ - l o g ,  
the mean value property of harmonic functions implies that 

for 0 < r < 1. It now follows from Fatou's lemma that both 
log+ If*I and log- If*[ are in L1(T), hence so is log Jf*l. 

This shows that the definition (1) makes sense. By Theorem 17.1 6, 
Qj&H1. Also, IQF[ = If*l # O  a.e., since logIf*JsL1(T). If we 



can prove that 

thenf/Qf will he an inner function, and we obtain the factorization (2). 
Since log (Qfl is the Poisson integral of log If*(, (5) is equivalent 

to the inequality 

which we shall now prove. Our notation is as in Chap. I1 : P[h] is the 
Poisson integral of the function h r Ll(T). 

For 1x1 5 1 and 0 < R < 1, put f R ( z )  = f(Rz). Fix z r U. Then 

Since ]log+ u - log+ vl 5 lu - vl for all real numbers u and v, and 
since \ I fR - f * \ I  -+ 0 as R -+ 1 (Theorem 17.12), the first Poisson 
integral in (7) converges to P[log+ If*[], as R + 1. Hence Fatou's 
lemma gives 

P[log- I f*l] < lim inf P[log- I f R I ]  
R+ 1 

which is the same as  (6). 
We have now established the factorization (2).  If we put x = 0 

in (5) we obtain (3 ) ;  equality holds in (3)  if and only if I f(O)l = lQJ(0)I, 
i.e., if and only if lMf(0)l = 1; and since llMJllm = 1) this happens 
only when Mf is a constant. 

This completes the proof for the case p = 1. 
If 1 < p 2 a, then H P  C H1, hence all that remains to  be proved 

is that Qf r H p .  But if f e H P ,  then If *I E Lp(T),  by Fatou's lemma; 
hence Qf r HP,  by Theorem 17.16(c). 

If p < 1, we can use the technique described in Sec. 17.11. We 
leave the details as an exercise. 

The fact that log ] f*J e L1(T)  has a consequence which we have already 
used in the proof but which is important enough to be stated separately: 

17.18 Theorem If 0 < p 5 00, f e H P ,  and f is not identically 0, then at 
almost all points of T we have f *(de) # 0 .  

PROOF If f * = 0 then log I f  * I  = - 00, and if this happens on a set 
of positive measure, then 

jr log [f*(eit)l dt = - a. - T 
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Observe that Theorem 17.18 imposes a quantitative restriction on the 
location of the zeros of the radial limits of an f E H". Inside U the zeros 
are also quantitatively restricted, by the Rlaschke condition. 

As usual, we can rephrase the above result about zeros as a uniqueness 
theorem : 

I f f  E HP, g E HP, and f*(ei8) = g*(ei8) on some subset of T whose Lebesgue 
measure i s  positive, then f ( x )  = g ( x )  for all x E U. 

17.19 Let us take a quick look a t  the class N, with the purpose of deter- 
mining how much of Theorems 17.17 and 17.18 is true here. I f f  & N and 
f + 0, we can divide by a Blaschke product and get a quotient g which 
has no zero in U and which is in N (Theorem 17.9). Then log [g l  is 
harmonic, and since 

and 

we see that log lgl satisfies the hypotheses of Theorem 11.19 and is there- 
fore the Poisson integral of a real measure p. Thus 

where c is a constant, Icl = 1, and B is a Blaschke product. 
Observe how the assumption that the integrals of log+ (gl  are bounded 

(which is a quantitative formulation of the statement that (gl does not 
get too close to a) implies the boundedness of the integrals of l o g  [g l  
(which says that lgl does not get too close to 0 a t  too many places). 

If p is a negative measure, the exponential factor in (3)  is in Hm. 
Apply the Jordan decomposition to p. This shows: 

T o  every f E N there correspond two functions bl and b2 E Hm such that b2 
has n o  zero i n  U and f = bl/b2. 

Since b: # 0 a.e., it follows that f has finite radial limits a.e. Also, 
f* # 0 a.e. 

I s  log If *( E L1(T)? Yes, and the proof is identical to the one given in 
Theorem 17.17. 

However, the inequality ( 3 )  of Theorem 17.17 need no longer hold. 
For example, if 



then 11 fllo = e, I f*l = 1 a.e., and 

1 log If(O)( = 1 > 0 = Z; /:=log lf(eG)I dt- 

The Shift Operator 

17.20 Invariant Subspaces Consider a bounded linear operator S on a 
Banach space X; that is to say, S is a bounded Iinear transformation of 
X into X. If a closed subspace Y of X has the property that S(  Y) C Y, 
we call Y an S-invariant subspace. Thus the S-invariant subspaces of X 
are exactly those which are mapped into themselves by S. 

The knowledge of the invariant subspaces of an operator S helps us to 
visualize its action. (This is a very general-and hence rather vague- 
principle: in studying any transformation of any kind, it helps to know 
what the transformation leaves fixed.) For instance, if S is a linear 
operator on an n-dimensional vector space X and if S has n linearly 
independent characteristic vwtors xl, . . . , xn, the one-dimensional 

1 

spaces spanned by any of these zi are S-invariant, and we obtain a very 
simple description of S if we take {xl, . . . ,x,J as a basis of X. 

We shall describe the invariant subspaces of the so-called "ehift oper- 
ator" S on .G2. Here d2 is the space of all complex sequences 

for which 

and S takes the element x e P given by (1) to 

It is clear that S is a bounded linear operator on t2 and that IlSll = 1. 
A few S-invariant subspaces are immediately apparent : If Yk is the set 

of d l  x z .G2 whose first k coordinates are 0, then Yk is S-invariant. 
To find others we make use of a Hilbert space isomorphism between P 

and H2 which converts the shift operator S to a multiplication operator 
on H2. The point is that this multiplication operator is easier to analyze 
(because of the richer structure of H 2  as a space of holomorphic functions) 
than is the case in the original setting of the sequence space C2. 

We associate with each x EP, given by (I), the function 
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By Theorem 17.10, this defines a linear one-to-one mapping of tZ onto 
ElP. If 

m 

(5) r =  {9 . ) ,  g ( 4 =  9.2% 
n=O 

and if the inner product in H P  is defined by 

the Parseval theorem shows that ( f , g )  = (x,y). Thus we have a Hilbert 
space isomorphism of Gf onto H 2 ,  and the shift operator S has turned into 
a multiplication operator (which we still denote by S) on H z  : 

The previously mentioned invariant subspaces Y k  are now seen to con- 
sist of all f e H 2  which have a zero of order a t  least k at the origin, This 
gives a clue: For any finite set { a l ,  . . . ,ak) C U ,  the space Y of all 
f e H P  such that f(al) = = f(uk) = 0 is 8-invariant. If B is the 
finite BIaschke product with zeros at al, . . . , ak, then f E Y if and only 
i f f / B e  H P .  Thus Y = B H P .  

This suggests that infinite Blaschke products may also give rise to  
S-invariant subspaces and, more generally, that Blaschke products might 
be replaced by arbitrary inner functions 9. It is not hard to see that 
each q H P  is a closed S-invariant subspace of H2,  but that a e r y  closed 
S-invariant subspace of H 2  is of this form is a deeper result. 

17.21 Beuxling's Theorem 

(a)  For each inner function 9 the space 

is a closed S-invariant subspace of Hz .  
(b )  If 9 1  and 9% are inner functions and if p lH2  = (02H2, then is 

constant. 
( c )  Every closed S-inerariant subspace Y of H 2 ,  other than { O )  , contains 

an inner function 9 such that Y = 9H2.  

PRooa H2 is a Hilbert space, relative to the norm 

If p is an inner function, then lv*J = 1 a.e. The mapping f -+ pf 

is therefore an isometry of H z  into H z ;  being an isometry, its range 
9 H  is a closed subspace of H2. [Proof: If 9 f n  -+ g in Hz,  then (9  f ,,) 



is a Cauchy sequence, hence so is ( f,) , hence f, -+ f e H2, so 
g = qf r pH2.] The S-invariance of pH2 is also trivial, since 
z . p f = p z f. Hence (a) holds. 

If plH2 = p2H2, then pl = pzf  for some f e H2, hence p1/p2 E H2. 
Similarly, p2/pl E H2. Put p = and h = p + (l/q). Then 
h E W2, and since (q*I = 1 a.e. on T, h* is real a.e. on T. Since h is 
the Poisson integral of h* it follows that h is real in U, hence h is 
constant. Then 9 must be constant, and (b) is proved. 

The proof of (c) will use a method originated by Helson and 
Lowdenslager, Suppose Y is a closed 8-invariant subspace of H2  
which does not consist of 0 alone. Then there is a smallest integer k 
such that Y contains a function f of the form 

Then f q! zY, where we write zY for the set of all g of the form 
g(z) == x f ( z ) ,  f e Y. It follows that zY is a proper closed subspace of 
Y [closed by the argument used in the proof of (a)], so Y contains a 
nonwro vector which is orthogonal to zY (Theorem 4.11). 

So there exists a p E Y such that !lpll = 1 and p I zY. Then 
p I znp, for n = 1, 2, 3, . . . . By the definition of the inner 
product in H2 [see 17.20(6)] this means that 

These equations are preserved if we replace the left sides by their 
complex conjugates, i.e., if we replace n by -n. Thus all Fourier 
.coefficients of the function tp*I2 e L1(T) are 0, except the one cor- 
responding to n = 0, which is 1. Since L1-functions are determined 
by their Fourier coefficients (Theorem 5.15), it follows that Ip*l = 1 
a.e, on T. But p e H2, so p is the Poisson integral of q*, and hence 
1pI 5 1. We conclude that p is an inner function. 

Since p E Y and Y is S-invariant, we have 9%" E Y for 

hence pP E Y for every polynomial P. The polynomials are dense 
in H2 (the partial sums of the power series of any f e H2 converge to 
f in the H2-norm, by Parseval's theorem), and since Y is closed and 
191 < 1 it follows that 9H2 C Y. We have to prove that this inclu- 
sion is not proper. Since 9H2 is closed, it is enough to show that the 
assumptions h E Y and h 1 pH2 imply h = 0. 
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If h I pH2, then h I pzR for n = 0, 1, 2, . . , or 

If h E Y, then znh E ZY if n = 1,2,3, . . . , and our choice of p shows 
that znh I p, or 

Thus all Fourier coefficients of h * T  are 0, hence h*;;f = 0 a.e. on T; 
and since lp*I = 1 a.e., we have h* = 0 a.e. Therefore h = 0, and 
the proof is complete. 

17.22 Remark If we combine Theorems 17.15 and 17.21 we see that the 
S-invariant subspaces of H 9  are characterized by the following data: a 
sequence of complex numbers (a,) (possibly finite, or even empty) such 
that labl < 1 and Z(l - lunl) < 00, and a positive Bore1 measure p on 
T, singular with respect to Lebesgue measure (so Dp = 0 a:e.). It is 
easy (we leave this as an exercise) to find conditions, in terms of (a,)  and 
p, which ensure that one S-invariant subspace of H 2  contains another. 
The partially ordered set of all 8-invariant subspaces is thus seen to  have 
an extremely complicated structure, much more complicated than one 
might have expected from the simple definition of the shift operator on CP. 

We conclude the section with an easy consequence of Theorem 17.21 
which depends on the factorization described in Theorem 17.17. 

17.23 Theorem Suppose MMf is the inner factor of a function f E H2, and 
Y is the smallest elossd S-invariant subspace of H 2  which contains f. T b  

In particular, Y = H 2  if and only iff h an outer function. 

PROOF Let f = MrQr be the factorization off into its inner and outer 
factors. I t  is clear that f E M f H 2 ;  add since M , H 2  is closed and S- 
invariant, we have Y C M f  H l .  

On the other hand, Theorem 17.21 shows that there is an inner 
function p such that Y = pH2.  Since f E Y, there exists an 
h = M h Q h  E H2 such that 

Since inner functions have absolute value 1 a.e. on T, (2) implies that 
Q, = Qb, hence MI = p M n  e Y ,  and therefore Y must contain the 
smallest S-invariant closed subspace which contains Mi. Thus 
M I H 2  C Y ,  and the proof is complete. 



It may be of interest to summarize these results in terms of two ques- 
tions to which they furnish answers. 

I f f  E Hz, which functions g E H z  can be approximated in the Hz-norm 
by functions of the form fP, where P runs through the polynomials? 
Answer: Precisely those g for which g /  M I  E H2. 

For which f E H2 is it true that the set f f P )  is dense in H2? Answer: 
Precisely for those f for which 

1 
log 1 f (0) 1 = --, /" log 1 f *(eit) 1 dt. -* 

Conjugate Functions 

17.24 Formulation of the Problem Every real harmonic function u in 
the unit disc U is the real part of one and only one f E H ( U )  such that 
f(0) - u(0) .  If f = u + iv,  the last requirement can also be stated in 
the form v(0) = 0. The function v is called the harmonic conjugate of u ,  
or the conjugate function of u. 

Define M,(u ;r) as in Theorem 17.6 (with u in place of f). Since lul is 
subharmonic, Theorem 17.6 applies to M,(u;r). Hence, if p 2 I ,  

lim Mp(u;r)  = sup M,(u;T). 
pctl O<r<l 

We shall denote this common value by Ifu[lp. 
The following question now arises : Does the J in ihess  of I] u 11 imply the 

Jiniteness of llv [Ip? 
The quest,ion is equivalent to the following: Must f E Hp i f  Ilullp < 00 8 
Yet mother formulation of the question is contained in Exercise 17. 
The answer (given by M. Riesz) is affirmative if 1 < p < 00. (For 

p = 1 and p = 00 it is negative; see Exercise 16.) The precise statement 
is given in Theorem 17.26. 

17.25 Lemma Suppose 1 < p < 2. There exists a positive const&nt B ,  
depending only on p, such that 

(1) ( 1  + B ) ( B  cos /3)p - B cos pa >_ 1 

PROOF Put  B = (COS 6)-', where 6 is chosen so that (1  + p)6 = a. 
Then 6 < r/2, so that B > 0 ,  and cos p6 = - eos 6. 

If 0 < _< 6, then B cos B 2 B cos 6 = 1, so that the left side of 
(1) is a t  least (1 + B )  - B = 1. 

If 6 < 5 4 2 ,  then p6 < p\pl 5 p / 2  T, so that 

cos pa < cos p6 = - 1/B. 
Hence - B  cos pp > 1, and (1) holds again. 
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17.26 Theorem To each p such that 1 < p < .o there corresponds a con- 
stant A, such that the inequality 

holds for every real hamnonic function u in U .if u is the harmonic conjugate 
of u. 

PROOF We first assume 1 < p 5 2, and put f = u + iv. 
The lemma settles the case in which u > 0 in U.  For then f has 

no aero in U; and since U is simply connected there exists a g E H(U) 
such that f = eg, g = a + ia (so that a and @ are harmonic), and 
@(0) = 0. Since u > 0, we have < 7r/2 in U. Since 

(2) u = eQ cos /3 = If1 cos 8, 

Lemma 17.25 shows that 

(3) lflp (1 + B)BPup - Blflp cos pa. 

Observe that cos p@ is the real part of exp (pg) and is therefore 
harmonic, so that 

Hence integration of (3) leads to 

(5) llf llP 5 Cll~llP 

where C = (1 + B)"pB. 
This is the crux of the proof. The rest is a matter of routine and 

can be handled in various ways. 
If u > 0 in U and u is continuous on 0, then (5) can be written in 

the form 

Now suppose u is continuous on 0, real and harmonic in U, and 
define 

for z e U; define f 2  = US + w2 in the same way, with K in place of 
u+. Then (6) applies to the pairs fi, ul and f2,  uz in place of f, u. 
O n T w e h a v e u l = u + <  lu]. O n O , u = u l - u 2 .  I n U , f = f l - f i .  
It follows that the pair f, u satisfies (6) with 2C in place of C. Hence 
(1) holds with A p  = 2C, provided u is continuous on 0. 



In the general case, choose R < 1, and put f R ( z )  = ~ ( R z ) ,  for 
x  E U. The preceding case applies to  f R .  Since lluRllP 5 IIuIIP, we 
obtain 

for every R < 1, and this gives ( I ) ,  since ] v ]  5 I f  1. 
We have now proved the theorem for 1 < p 5 2. 
To complete the proof, suppose 2 < q < a and let p be the 

exponent conjugate to q. 
Let u and v be as in the statement of the theorem, put f  = u + iu, 

and let g ( z )  = a(%)  + i B ( z )  be a polynomial, with g ( 0 )  real. We 
claim that 

for 0 < r < 1. To see this, note that u@ + v a  is harmonic, being the 
imaginary part of fg. Hence 

and since p(0) = 0 and v ( 0 )  = 0, we obtain ( 9 ) .  The Holder inequal- 
ity now gives 

Since the real trigonometric polynomials a are dense in the space of 
all real LP-functions on T, (11) and Theorem 6.16 show that 

We have nov proved the theorem for 2 5 q < a, and we see that 
A, I A,. If we take the smallest admissible values for A, and A,, 
the last computation can be reversed, and we find that A,  = A,. 

Exercises 

1 Suppose f  E H ( U )  and f ( U )  is not dense in the plane. Prove that 
f  has finite radial limits at  almost all points of T ,  

2 Prove that f  E N if and only i f f  = g/h, where g and h E Hw and h 
has no zero in U. 

3 If f  E H i  and f* E Lp(T), prove that f  E Hp. 
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4 Fix a E U. Prove that the mapping f + f ( a )  is a bounded linear 
functional on Hz.  Since H z  is a Hilbert space, this functional can 
be represented as an inner product with some g a  H z .  Find this g. 

5 Fix a a  U .  How large can 1 f'(a) 1 be if ( 1  f 112 < l ?  Find the 
extremal functions. Do the same for f ("'(a). 

6 Suppose 0  < p _< a and f e H ( U ) .  Prove that f a  Hp if and only 
if there is a harmonic function u in U such that If(z)lp 5 U ( Z )  for 
all x a  U .  Prove that if there is one such harmonic nzajorant u of 
I flp, then there is a least one' say u,. (Explicitly, l f l p  < uf and 
uf is harmonic; and if I f  l p  5 u and u is harmonic, then uf 5 u . )  
Prove that 11 f [ I P  = u , ( O ) ~ ~ P .  Hint: Consider the harmonic func- 
tions in D(0 ;R),  R  < 1, with boundary values I flp, and let R + 1. 

7 Prove likewise that f E N if and only if log+ I f l  has a harmonic 
majorant in U. 

8 Suppose f a  HP, p E H ( U ) ,  and q ( U )  C U .  Does it follow that 
f 0 q a  HP? Answer the same question with N in place of Hp. 

9 If 0 < r < s 5 a, show that He is a proper subclass of Hr. 
10 Show that Hm is a proper subclass of the intersection of all Hp 

with p < a. 
11 Prove Theorems 17.4 and 17.5 for upper semicontinuous sub- 

harmonic functions. 
12 Suppose p 2 1, f a  Hp, and f* is real a.e. on T. Prove that f is 

then constant. Show that this result is false for every p < 1. 
13 Complete the proof of Theorem 17.17 for the case 0 < p < 1. 
14 Let q be a nonconstant inner function with no zero in U. 

(a)  Prove that l / q  $ HP if p > 0 .  
(b)  Prove that there is at least one eie a  T such that lim q(reie) = 0. 

-1 

Hint: log tql is a negative harmonic function. 
15 Suppose q is a nonconstant inner function, la1 < 1,  and a # q ( U ) .  

Prove that lim q(re") = a for at least one eie a  T. 
-1 

16 The conformal mapping of U onto a vertical strip shows that 
M. Riesz's theorem on conjugate functions cannot be extended to 
p = a. Deduce that it cannot be extended to  p = 1 either. 

17 Suppose 1  < p < a , and associate with each f r L P ( T )  its Fourier 
coefficients 

Deduce the following statements from Theorem 17.26: 
(a)  To each f E L P ( T )  there corresponds a function g E Lp(T) such 

that d(n) = f (n) for n 2 0 but d(n) = 0 for a11 n < 0. In 



fact, there is a constant C, depending only on p, such that 

The mapping f -+ g is thus a bounded linear projection of 
L p ( T )  into Lp(T).  The Fourier series of g is obtained from 
that off by deleting the terms with n < 0. 

(b) Show that the same is true if we delete the terms with n < k, 
where k is any given integer. 

(c) Deduce from (b) that the partial sums s, of the Fourier series 
of any f e L p ( T )  form a bounded sequence in Lp(T). Con- 
clude further that we actudly have 

h"l I l f  - s,Ilp = 0. 
''I? OD 

(d) Tf f E Lp(T) and if 

then F E H p ,  and every F E HP is SO obtained. Thus the pro- 
jection mentioned in (a) may be regarded as a mapping of 
L p ( T )  onto HP. 

18 Show that there is a much simpler proof of Theorem 17.26 if p = 2, 
and find the best value of Az. 

19 Suppose f e  H1 and l / fe  H1. Prove that f is then an outer function. 
20 Suppose f e H1 and Re [ f ( z ) ]  > 0 for all z e U .  Prove that f is 

an outer function. 
21 Suppose f E H(U), and suppose there exists an M < such that 

f maps every circle of radius r < 1 and center 0 onto a curve 7,  
whose length is at most M. Prove that f has continuous exten- 
sion to 0 and that the restriction off to T is absolutely continuous. 

22 Suppose p is a complex Bore1 measure on T such that 

Prove that then either p = 0 or the support of p is all of T.  
23 Suppose K is a proper compact subset of the unit circle T. Prove 

that every continuous function on K can be uniformly approx- 
imated on K by polynomials. Hint: Use Exercise 22. 

24 Prove that the following statements are correct if f nk ] is a sequence 
of positive integers which tends to  00 sufficiently rapidly. If 
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then I f'(z) 1 > ntl(l0k) for all z such that 

Hence J' If (rei@))l dr = m 

for every 8, although 

exists (and is finite) for almost all 8. Interpret this geometrically, 
in terms of the lengths of the images under f of the radii in U. 

OD 

25 Suppose f (z) = chzn in U and Z~CZ,,~ < 00. Prove that 
0 

for all 8. 
26 Find the conditions mentioned in Sec. 17.22. 
27 Prove the following converse of Theorem 15.24: 

I f f  e H ( U )  and if 

lirn Ilogl f(rei@))l lde = 0, 
-1 

then j is a Blaschke product. Hint: (*) implies 

lirn /r log+ I f(rei@))l dB = 0. 
7-Pl -= 

Since log+ If1 >_ 0, it fo1lom.s from Theorems 17.3 and 17.5 that 
log+ I fl = 0, so I f l  5 1. Now f = Bg, g has no zeros, Ig/ _< 1, and 
(*) holds with l/g in place off. By the first argument, Il/gl I 1. 
Hence g = 1. 



Elementary Theory 

of Banach Algebras 

Introduction 

18.1 Definitions A complex algebra is a vector space A over the complex 
field in which an associative and distributive multiplication is defined, i.e., 

for x, g, and x r A, and which is related to  scalar multiplication so that 

for x and y E A, CY a scalar. 
If there is a norm defined in A which makes A into a normed linear 

space and which satisfies the multiplicative inequality 

then A is a nor& complex algebra. If, in addition, A is a complete 
metric space relative to this norm, i.e., if A is a Banach space, then we 
call A a Banach atgebra. 

The inequality (3) makes multiplication a continuous operation. This 
means that if xu -+ x and y, + y ,  then x,y, -+ x y ,  which follows from (3) 
and the identity 

Note that we have not required that A be commutative, i.e., that 
x y  = yx for all x and y E A, and we shall not do so except when explicitly 
stated. 

However, we shall assume that A has a unit. This is an element e such 
that 
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I t  is easily seen that there is at  most one such e (e' = e'e = e )  and that 
e 1 by (3 ) .  We shall rnake the additional assumption that 

An element x e A will be called invertible if x has an inverse in A, i-e., 
if there exists an element r1 E A such that, 

Again, it is easily seen that no x E A has more than one inverse. 
If x and y are invertible in A, so are x-I and x y ,  since (xy)- l  = y-Is-'. 

The invertible elements therefore for"m a group with respect to multi- 
plication. 

The spectrum of an element x e A is the set of all complex numbers X 
such that x - Xe is not invertible. We shall denote the spectrum of x 
by 44. 
18.2 The theory of Banach algebras contains a great deal of interplay 
between algebraic properties on the one hand and topological ones on the 
other. We already saw an example of this in Theorem 9.21, and shall 
see others. There are also close relations between Banach algebras and 
holomorphic functions: The easiest proof of the fundamental fact that 
a($) is never empty depends on Liouville's theorem concerning entire 
functions, and the spectral radius formula follows naturally from the- 
orems about power series. This is one reason for restricting our at,tention 
to complex Banach algebras. The theory of real Banach algebras (vve 
omit the definition, which should be obvious) is not so satisfactory. 

The Invertible Elements 

In this section, A will be a complex Banach algebra with unit e,  and G 
will be the set of all invertible elements of A. 

18.3 Theorem If x e A and Ilxll < 1, then e + x e G ,  

and 

PROOF The multiplicative inequality satisfied by the norm shows 
that llxnll 5 Ilxltn. If 
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it follows that { s ~ f  is a Cauchy sequence in A ,  hence the series in (1) 
converges (with respect to the norm of .  A )  to an element y E A. 
Since multiplication is continuous and 

(4) ( e  + x)sN = e + (-l)"xN+l = s ~ ( e  + x), 

we see that (e + x)y = e = g(e + x).  This gives ( I ) ,  and (2) follows 
from 

18.4 Theorem Suppose x r G, (lxdll( = l / a ,  h r A ,  and ( (h((  = @ < a. 
Then x + h r G, and 

PROOF Ilrlhll < P/a < 1, hence e + x-lh r G, by  Theorem 18.3; 
and since x + R = x(e + r l h ) ,  we have x + h r G and 

Thus 

(3) ( x  + h)-1 - x-I + x-lhx-l= [(e + x-lh)-' - e + x-lh]x-l, 

and the inequality (1) follows from Theorem 18.3, with r l h  in place 
of x. 

Corollary 1 G i s  an open set, and the mapping x + x-I is a homeomorphism 
of G onto G. 

For if x r G and [ [h ( (  + 0, (1) implies that 1 1  (x  + h)-I - rll( 0. 
Thus x 4 r1 is continuous; it clearly maps G onto G, and since it is its 
own inverse, it is a homeomorphism. 

Corollary 2 The mapping x + x-I i s  diferentiable. Its diferential at 
any x r G is  the linear operator which takes h r A to - x - l h ~ - ~ .  

This can also be read off from (1). Note that the notion of the differen- 
tial of a transformation makes sense in any normed linear space, not just 
in Rk, as in Definition 8.22. If A is commutative, the above differential 
takes h to -x-", which agrees with the fact that the derivative of the 
holomorphic function z-I is -zd2. 

Corollary 3 For ever& x r A ,  a(x) i s  compact, a d  ) X I  I 1 1  x 11 ij h & c(x). 

For if IhI > IIxI1, then e - X-lx r G, by Theorem 18.3, and the same 
is true of x - he = - A(e - A-lx) ; hence A JL a($). To prove that ~ ( x )  
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is closed, observe (a) X E a($) if and only if x - Xe $- G ;  (b) the comple- 
ment of G is a closed subset of A, by Corollary 1;  and (c) the mapping 
-+ x - Xe is a continuous mapping of the complex plane into A. 

18.5 Theorem Let be a bounded linear functional on A, fix x E A, and 
define 

Then f i s  holomorphic in the complement of a($), and f ( A )  -+ 0 as X -+ a. 

PROOF Fix X $- a(x) and apply Theorem 18.4 with x - Xe in place 
of x and with ( X  - p)e in place of h. We see that there is a constant 
C, depending on x and A, such that 

for all p which are close enough to A. Thus 

as p 3 X, and if we apply + to both sides of (3), the continuity and 
linearity of show that 

So f is differentiable and hence holomorphic outside ~ ( x ) .  Finally, 
as X + we have 

by the continuity of the inversion mapping in G. 

18.6 Theorem For every x r A,  u(x) i s  compacl and not empty. 

PROOF We already know that a(x) is compact. Fix x r A,  and fix 
X O  # a($). Then ( x  - Xoe)-1 # 0,  and the Hahn-Banach theorem 
implies the existence of a bounded linear functional a on A such that 

~ ( X O )  f 0, where f is defined as in Theorem 18.5. If a(x)  were empty, 
Theorem 18.5 would imply that f is an entire functioir which tends 
to 0 at a, hence f ( X )  = 0 for every A, by Liouville's theorem, and 
this contradicts f ( X o )  z 0. So a(x) is not empty. 

18.7 Theorem (Gelfand-Mazur) I f  A is  a conzplex Banach algebra with 
unit in  which each nonzero element is invertible, then A is (isometrically 
isomorp5ic to) the complex field. 
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,4n algebra in which each nonzero element is invertible is called a 
division algebra. Note that the comn~utativity of A is not part of the 
hypothesis; i t  is part of the conclusion. 

PROOF If x r A and X I  # X2, a t  least one of the elements x - hie 
and x - Ate must be invertible, since they cannot both be 0. I t  now 
follows from Theorem 18.6 that a(x) consists of exactly one point, 
say X(x), for each x E A. Since x - h(x)e is not invertible, it must 
be 0, hence x = X(x)e. The mapping x X(x) is therefore an 
isomorphism of A onto the complex field, which is also an isometry, 
since IX(x)\ = IIX(x)e\\ = llxll for all x c A. 

18.8 Definition For any x r A,  the spectral radius p(x) of x is the radius 
of the smallest closed disc with center at  the origin which contains u(x) 
(sometimes this is also called the spectral norm of x; see Exercise 14) : 

p(x) = sup f  XI: X ra(x)]. 

18.9 Theorem (Spectral Radius Formula) For every x r A, 

lim Hxnl\l/n = p(x). 
n+ m 

(The existence of the limit is part of the conclusion.) 

PROOF Fix x E A, let n be a positive integer, X a complex number, 
and assume Xn # u(xn). We have 

Alultiply both sides of (2) by (xn - line)-'. This shows that x - Xe 
is invertible, hence X # a(x). 

So if h r ~ ( x ) ,  then Xn ra(xn) for n = 1, 2, 3, . . . , Corollary 3 
to Theorem 18.4 shows that I x ~  5 1 1 ~ ~ 1 1 ,  and therefore (XI I ((xn(llln. 
This gives 

(3) p(x) 5 Tim inf llxnlllln. 
n+ m 

Now if (XI  > j(xJ1, it is easy to verify that 

m 

(he - x) 2 h-=-lxn = em 
n - 0  

The above series is therefore - (x - Xe)-l. Let be a bounded 
linear functional on A and define f as in Theorem 18.5. By (4), the 
expansion 
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is valid for all X such that [XI > 11x11. By Theorem 18.5, f is holo- 
morphic outside u(x), hence in the set {A; JxI > p(x) 1. It follows 
that the power series (5) converges if [XI > p(x). I n  particular, 

sup l@(~-~x")l < (1x1 > ~ ( 2 ) )  
n 

for every bounded linear functional 9 on A. 
It is a consequence of the Hahn-Banach theorem (Sec. 5.21) that 

the norm of any element of A is the same as its norm as a linear 
functional on the dual space of A. Since (6) holds for every 9, we 
can now apply the Banach-Steinhaus theorem and conclude that to 
each X with [ A [  > p(x) there corresponds a real number C(X) such that 

Multiply (7) by IXIn and take nth roots. This gives 

lim sup llxn//lln 2 p(x). 

The theorem follows from (3) altd (9). 

18.10 Remarks 

(a) Whether an element of A is or is not invertible in A is a purely 
algebraic property. Thus the spectrum of x, and likewise the 
spectral radius p(x), are defined in terms of the algebraic struc- 
ture of A, regardless of any metric (or topological) considera- 
tions. The limit in the statement of Theorem 18.9, on the other 
hand, depends on metric properties of A. This is one of the 
remarkable features of the theorem: I t  asserts the equality of 
two quantities which arise in entirely different ways. 

(b) Our algebra may be a. subalgebra of a larger Banach algebra B 
(an example follows), and then it may very well happen that 
some x E A is not invertible in A but is invertible in B. The 
spectrum of x therefore depends on the algebra; using the obvious 
notation, we have aA(x) 3 uo(x), and the inclusion may be 
proper. The spectral radius of x, however, is unaffected by this, 
since Theorem 18.9 shows that it can be expressed in terms of 
metric properties of powers of x, and these are independent of 
anything that happens outside A. 

18J1 Example Let C(T) be the algebra of all continuous complex func- 
tions on the unit circle T (with pointwise addition and multiplication 
and the supremum norm), and let A be the set of all f E C (T) which can 
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be extended to a continuous function F on the closure of the unit disc U, 
such that F is holomorphic in U .  It is easily seen that A is a subalgebra 
of C(T). If f, E A and if,\ converges uniformly on T, the maximum 
modulus theorem forces the associated sequence (F,) to converge uni- 
formly on the closure of U. This shows that A is a cloaed subalgebra 
of C(T), and so A is itself a Banach algebra. 

Define the function j o  by jO(eZe) = eie. Then Fo(z) = z. The spec- 
trum of j as an element of A consists of the closed unit disc ; with respect 
to C(T), the spectrum of f o  consists only of the unit circle. In  accord- 
ance with Theorem 18.9, the two spectral radii coincide. 

Ideals and Homomorphisms 

From now on we shall deal only with commutative algebras. 

18.12 Definition A subset I of a commutative complex algebra A is 
said to be an idea! if (a) I is a subspace of A (in the vector space sense) 
and (b) xy E I whenever x E A and y E I. If I # A,  1 is a proper ideal. 
Maximal ideals are proper ideals which are not contained in any larger 
proper ideals. Note that no proper ideal contains an invertible element. 

If B is another complex algebra, a mapping cp of A into B is c d e d  a 
homomorphism if cp is a linear mapping which also preserves multiplica- 
tion: cp(x)cp(y) = cp(xy) for all x and y E A. The kernel (or null space) 
of (o is the set of all x E A such that cp(x) = 0. It is trivial to verify that 
the kernel.of a homomorphism is an ideal. For the converse, see Sec. 
18.14. 

18-13 Theorem If A is a commutative complex dgebra with unit, every 
proper ideal of A is mntained in a maximal ideal. If, in addition, A is a 
Banach algebra, every maximal ideal of A ia closed. 

PROOF The first part is an almost immediate consequence of the 
Hausdorff maximality principle (and holds in any commutative ring 
with unit). Let I be a proper ideal of A. Partially order the collec- 
tion 6 of all proper ideaL~ of A which contain I (by set inclusion), and 
let M be the union of the ideals in some maximal linearly ordered 
subcollection Q of @. Then M is an ideal (being the union of a 
lineu~ly ordered collection of ideals), I C M, and M # A, since no 
member of 6 contains the unit of A. The maximality of Q implies 
that M is a maximal ideal of A. 

If A is a Banach algebra, the closure M of M is also an ideal (we 
leave the details of the proof of this statement to the reader). Since 
M contains no invertible element of A and since the set of all invcrti- 
ble elements is open, we have 43 # A, and the maximality of M 
therefore shows that M = M. 
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18.14 Quotient Spaces and Quotient Algebras Suppose J  is a subspace 
of a vector space A, and associate with each x E A  the coset 

If X I  - $ 2  E J ,  then q(x1) = P ( x ~ ) .  If X I  - X* $ J ,   XI) n ( ~ ( 2 2 )  = @. 
The set of all cosets of J is denoted by A / J ;  it is a vector space if we define 

for x and y r A  and scalars A. Since J  is a vector space, the operations 
(2) are well defined; this means that if ~ ( x )  = ~ ( x ' )  and ~ ( y )  = ~ ( y ' ) ,  
then 

Also, (p is clearly a linear mappirlg of A  onto A /  J  ; the zero element of 
A / J  is p(0) = J .  

Suppose next that A is not merely a vector space but a commutative 
algebra and that J  is a proper ideal of A. If x' - x E J and y' - y E J ,  
the identity 

shotvs that xfy' - xy E J .  Therefore nlultiplication can be defined it1 
A / J  in a consistent manner: 

It is then easily verified that A / J  is air algebra, and p is a homomorphism 
of A onto A / J  whose kernel is J .  

If A  has a unit element e ,  then cp(e) is the unit of A / J ,  and A / J  i s  a 
field $ and  only if J ia a maximal ideal. 

To see this, suppose x r A  and x $ J ,  and put 

Then I is an ideal in A which coiltains J l)rol)crly, siilcc? x r I. If J is 
maximal, I = A,  hence ax  + y = e for sonic a e A rtnd E tJ, hcilce 
cp(a)cp(x) = P(e ) ;  and this says that every ilorlzcro elenlent of A / J  is 
invertible, so that A / J  is a field. If J is not inaximal, we call clloose x 
as above so that I # A ,  hence e $ I, and then ~ ( x )  is not invertible in A / J .  

18.15 Quotient Norme Suppose A  is a normed linear space, J  is a closed 
subspace of A,  and cp(x) = x + J ,  as above. Define 

Note that l\v(x)ll is the greatest lower bound of the norms of those elc- 
ments which lie in the coset ( p ( x ) ;  this is the same as the didunce from 
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x to J .  We call the norm defined in A / J  by ( 1 )  the quotient norm of 
A / J .  It has the following properties: 

(a) A / J  is a normed linear space. 
(b)  If A  is a Banach space, so i s  A / J .  
(c )  I f  A  i s  a commuiative Banach algebra and J is a proper closed 

ideal, then A / J  is  a commutative Banach algebra. 

These are easily verified: 
I f  x E J ,  1) q ( x )  I( -- 0. If x # J ,  the fact that J  is closed implies that. 

llp(x)l( > 0. It is clear that ll~q(x)11 = ! X I  IIq(x)ll. I f  x1 and x2 E A  
and c > 0, there exist y l  and y2 E J  SO that 

Hence 

which gives the triangle iirequality and proves (a). 
Suppose A is compiete and {q(x,) } is a Cauchy sequence in A / J .  

There is a subsequence for which 

and there exist eelen~eilts 2; so that zi - xmi E J  and ll~i - ~ ~ + ~ l l  < 2+. 
Thus {zit is a Cauchy sequence in A ;  and since A  is complete, there 
exists z E A such that \\zi - zll -f 0. I t  follows that p(xnZ) converges to 
p(x )  in A / J .  But if a Cauchy sequence has a convergent subsequence, 
then the full sequence converges. Thus A / J  is complete, and we have 
proved (b). 

To prove (c) ,  choose X I  and xz E A  and c > 0, and choose yl and y2 E J 
so that (2)  holds. Note that (xl + 2/1)(x2 + yz) E xlx2 + J ,  so that 

(5) l\q(x1x2) 11 < \ \ ( X I  + yl)(xl + ?/2)  l l  5 11x1 + ~ l l l  11x2 + ~ 2 1 1 -  

Now (2)  implies 

Finally, if e is the unit element of A, take xl q! J  and x2 = e in (6)  ; 
this gives ) I  q(e) 1 1  >, 1. But e E q(e), and the definition of the quotient 
norm shows that Ilp(e)\\ 5 ]\el\ = 1. SO Ilq(e)\\ = 1, and the proof is 
complete. 

18.16 Having dealt with these preliminaries, we are now in a position 
to derive some of the key facts concerning commutative Banach algebras. 

Suppose, as before, that A  is a commutative complex Banach algebra 
with unit element e. We associate with A the set A of all  complex homo- 
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morphisms of A; these are the homomorphisms of A onto the complex 
field, or, in different terminology, the multiplicative linear functionals 
on A which are not identically 0. As before, ~ ( x )  denotes the spectrum 
of the element x e A, and p(x)  is the spectral radius of x. 

Then the following relations hold: 

18.17 Theorem 

(a)  Every muxima1 ideal M of A is  the kernel of some h e A. 
(b) X e ~ ( x )  i f  and only if h(x )  = X for some h e A. 
(c) x i s  invertible in A if and only i f  h(x)  # 0 for every h e A. 
(4 h(x)  e ~ ( x )  for every x e A and h e A. 
( e )  Ih(x)l 5 p(x)  5- 11x11 for every x e A and h e A. 

PROOF If M is a maximal ideal of A, then AIM is a field; and since 
M is closed (Theorem 18.13), AIM is a Banach algebra. By Theorem 
18.7 there is an isomorphism j of A I M  onto the complex field. If 
h = j 0 rp, where rp is the homomorphism of A onto A/M whose kernel 
is M, then h e A and the kernel of h is M. This proves (a). 

If X E a(x) ,  then J: - Xe is not invertible; hence the set of all ele- 
ments (x  - Xe)y, where y e A, is a proper ideal of A, which lies in n 
maximal ideal (by Theorem 18.13), and (a)  shows that there exists an 
h e A such that h(x - Xe) = 0, Since h(e) = 1, this gives h(x)  = X .  

On the other hand, if X # ~ ( x ) ,  there exists a y e A such that 
( x  - Xe)y = e. It follows that h(x - Xe)h(y) = 1 for every h e A, 
so that h(x  - he) # 0, or h(x )  # A. This proves (b). 

Since x is invertible if and only if 0 $ a(x) ,  (c) follows from (b). 
Finally, (d) and ( e )  are immediate consequences of (b). 

Note that ( e )  implies that the norm of h, as a linear functional, is 
a t  most 1, I n  particular, each h e A is continuous. This was already 
proved earlier (Theorem 9.2 1). 

Applications 

We now give some examples of theorems whose statements involve no 
algebraic concepts but which can be proved by Banach algebra techniques. 

18.18 Theorem Let A(U) be the set of all continuous f u w t i m  on. the 
closure 0 of the open unit disc U whose restrictions to U are hoEomorpha-zc. 
Suppose f l ,  . . . , f ,  are members of A(U) ,  such that 

(1) Ifi(z)l + . . + lfn(z>l > 0 
for every z e 0. Then there exist gl ,  . . . , g, e A (U) such that 
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PROOF Since sums, products, and uniform limits of holomorphic 
functions are holomorphic, A ( U )  is a Banach algebra, with the 
supremum norm. The set J of all fuilctions Zf;gi ,  where the gi are 
arbitrary members of A(U) ,  is an ideal of A(U).  We have to prove 
that J contains the unit element 1 of A(U) .  By Theorem 18.13 this 
happens if and only if J lies in no maximal ideal of A ( U ) .  By The- 
orem 18.17(a) it is therefore enough to prove that there is no homo- 
morphism h of A ( U )  onto the complex field such that h(f i)  =. 0 for 
every i (1  < i < n). 

Before we determine these homomorphisms, let us note that the 
polynomials form a dense subset of A(U).  To see this, suppose 
f e A ( U )  and c > 0; since f is uniformly continuous on 0, there exists 
an r < 1 such that 1 f(r) - f(rz)l < e for a11 z e 0; the expansion of 
f(rz) in powers of z converges if lrzl < 1, hence converges to f(rz) uni- 
formly for z r u, and this gives the desired approximation. 

Now let h be a complex homomorphism of A (U) .  Put fo(z) = z. 
Then f a  r A(U) .  It isobvious that s(fo) = 0. By Theorem 18.17(d) 
there exists an a e  0 such that h(f0) = a. Hence h e )  = an = f l ( a ) ,  
for n = 1, 2 ,  3,  . . . , so h (P)  = P(a )  for every polynomial P.  
Since h is corltinuous and since the polynomials are dense in A ( U ) ,  
it follows that h ( f )  = f(a) for every f e A (U) .  

Our hypothesis (I) implies that I fi(a) 1 > 0 for a t  least one index 
i, 1 i n Thus h(fi) # 0. 

We have proved that to each h e A there corresponds a t  least one 
of the given functions fi such that h(f i)  # 0, and this, as we noted 
above, is enough to prove the theorem. 

Note: We have also determined all maximal ideltls of A ( U ) ,  in the 
course of the preceding proof, since each is the kernel of some h e A: If 
a r 0 and i f  M ,  is the set of a11 f r A ( U )  such that f(a) = 0, then M, is a 
maximal ideal of A ( U ) ,  and all maximal ideals of A ( U )  are obtained in thig 
way. 

18.19 The restrictions of the members of A ( U )  to the unit circle T form 
a closed subalgebra of C(T) .  This is the algebra A discussed in Example 
18.11. In fact, B is a maximal subalgebra of C(T).  More explicitly, i f  
A C B C C ( T )  and B is a closed (relative to the supremum norm) mb- 
algebra of C ( T ) ,  then either B = A or B = C(T). 

It follows from Theorem 11.21 that A consists precisely of those 
f E C (T )  for which 

Hence the above-mentioned maximdity theorem can be stated as an 
approximation theorem: 
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18.20 Theorem Suppose g e C(T) and d(n) # 0 for some n < 0. l1hen 
to euery f e C ( T )  and to every e > 0 there correspond polynomials 

PROOF Let B be the closure in C = C(T)  of the set of all functions 
of the form 

The theorem asserts that B = C. Let us assume B # C. 
The set of all functions (3 )  (note that N is not fixed) is a complex 

algebra. Its closure B is a Banach algebra which contains the func- 
tion fo, where fo(eie) = eie. Our assumption that R # C implies that 
l / f ~  # B, for otherwise B would contain f; for all integers n, hence 
all trigonometric polynomials would be in B ;  and since the trigono- 
metric polynomials are dense in C (Theorem 4.25) we should have 
B = C. 

So f o  is not invertible in B. By Theorem 18.17 there is a complex 
homomorphism h of B such that h(fo) = 0. Every homomorphism 
onto the complex field satisfies h(1) = 1; and since h(f0) = 0, we 
also have 

(4) h(A)  = [h(fo)ln = 0 (n = 1, 2, 3,  . . .). 
We know that h is a linear functional on B, of norm at most 1. 

The Hahn-Banach theorem extends h to a linear functional on C 
(still denoted by h) of the same norm. Since h(1)  = 1 and Ilh(( 5 1, 
the argument used in Sec. 5.22 shows that h is a positive linear func- 
tional on C. In particular, h(f )  is real for real f ;  hence h ( , f )  = h 7 ) .  
Since fo-" is the complex conjugate of f;, it follows that (4) also 
holds for n = - 1, - 2, - 3, . . . . Thus 

Since the trigonometric polynomials are dense in C, there is only 
one bounded linear functional on C which satisfies (5), Hence h is 
given by the formula 
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Now if n is a positive integer, gfl E B; and since h is multiplicative 
on B, (6) gives 

by (5). This contradicts the hypothesis of the theorem. 

We conclude with a theorem due to Wiener. 

18.21 Theorem Suppose 

and f(eie)  # 0 for every real 8. Then  

PROOF We let A be the space of all complex functions f on the unit 
circle which satisfy (I), with the norin 

It is clear that A is a Banach space. In fact, A is isometrically 
isomorphic to d l ,  the space of all complex functions on the integers 
which are integrable with respect to the counting measure. But A  is 
also a commutative Banach algebra, under pointwise multiplication. 
For if g e A  and g (eg)  = Zbnein8, then 

and hence 

Also, the function 1 is the unit of A ,  and lllll = I.  
Put fo(eie) = eie, as before. Then fo e A, l / f  e A ,  and (Ifill = 1 

for n = 0, 1 1, k 2 ,  . . . . If h is any complex homomorphism of 
A and h ( f o )  = A, the fact that I\hll 5 1 implies that 

Hence ]XI = 1. In other words, to each h there corresponds a point 
eia e T such that h(fo) = eia, so 
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If j is given by (I), then j = Zc~f;t. This series converges in A ; 
and since h is a continuous linear functional on A, we conclude from 
(7) that 

Our hypothesis that f vanishes at  no point of T therefore says that 
f is not in the kernel of any complex homomorphism of A, and now 
Theorem 18.17 implies that j is invertible in A. But this is precisely 
what the theorem asserts. 

Exercises 

1 Suppose B(X) is the algebra of a 1  bounded linear operators on 
the Banwh space X, with 

il Ax I1 
(A1 i- Ad(%) = Ax% + Asx, (AIA,)(x) = AA,(A*x), 11A11 = sup - llx ll ' 

if A, Al, and A2 E B(X). Prove that B(X) is a Banach algebra. 
2 Let n be a positive integer, let X be the space of all complex 

n-tuples (normed in any way, as long as the axioms for a normed 
linear space are satisfied), and let B(X) be as in Exercise I. 
Prove that the spectrum of each member of B(X) consists of at 
most n complex numbers. What are they? 

3 Take X = LY- m,m), suppose c p ~  La(- a , a ) ,  and let M be 
the multiplication operator which takes f e LZ to cpf. Show that 
M is a bounded linear operator on LZ and that the spectrum of M 
is equal to the essential range of cp (Chap. 3, Exercise 19). 

4 What is the spectrum of the shift operator on 4" (See Theorem 
17.20 for the definition.) 

5 Prove that the closure of an ideal in a Banach algebra is an ideal. 
6 If X is a compact Hausdorff space, find all maximal ideals in C(X).  
7 Suppose A is a commutative Banach algebra with unit, which is 

generated by a single element x. This means that the polynomials 
in x are dense in A. Prove that the complement of u(x) is a con- 
nected subset of the plane. Hint: If X qt a(%), there are poly- 
nomials P, such that Pn(x) 4 (x - in A. Prove that 
P&) (z - X)-I uniformly for x E u(x). 

m 00 

8 Suppose 2 lcnl < a,f(z) = Z wn, lf(z)l > 0 for every z e 0, and 
0 0 
00 00 

l/f(z) = Z &zn. Prove that Z la,[ < Q). 

o a 
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9 Prove that a closed linear subspace of the Banach algebra L1(Rl) 
(see Sec. 9.19) is translation invariant if and only if it is an ideal. 

10 Show that Ll(T) is a commutative Banach algebra (without unit) 
if multiplication is defined by , 

Find all complex homomorphisms of L1(T), as in Theorem 9.23. 
If E is a set of integers and if I E  is the set of all f e Ll(T) such 
that f(n) = 0 for all n e E, prove that I E  is a closed ideal in Ll(T), 
and prove that every closed ideal in L1(T) is obtained in this 
manner. 

11 The resolvent R(X,x) of an element x in a Banach algebra with unit 
is defined as 

R(X,z) = (Xe - x)-I 

for all complex X for which this inverse exists, Prove the identity 

and use it to give an alternative proof of Theorem 18.5. 
12 Let A be a commutative Banach algebra with unit. The radical 

of A is defined to be the intersection of all maximal ideals of A.  
Prove that the following three statements about an element 
x e A are equivalent: 
(a) x is in the radical of A. 
(b )  lim 1 1 ~ ~ 1 1 ~ 1 ~  = 0. 

n- 00 

(c) h(x) = 0 for every complex homomorphism of A.  
13 Find an element x in a Banach algebra A (for instance, a bounded 

linear operator on a Hilbert space) such that xn # 0 for all n > 0, 
but lim ((xnll lln = 0. 

n--+ oO 

14 Suppose A is a commutative Banach algebra with unit, and let A 
be the set of all complex homomorphisms of A ,  as in Sec. 18.16. 
Associate with each x e A a function 2 on A by the formula 

h is called the Gelfand transform of x. 
Prove that the mapping x -+ h is a homomorphism of A onto an 

algebra of complex functions on A, with pointwise multiplica- 
tion. Under what condition on A is this homomorphism an 
isomorphism? (See Exercise 12.) 

Prove that the spectral radius ~ ( x )  is equal to 

l\hl\ao = sup (I?(h)l: h E A ) ,  
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Prove that the range of the function i? is exactly the spectrum 
44 .  

15 If A is a commutative Banach algebra without unit, let A l  be the 
algebra of all ordered pairs (x,X), with x e A and X a complex 
number; addition and multiplication are defined in the "obvious" 
way, and H(x,x)II = llxll $- 1x1. Prove that A l  is a commutative 
Banach algebra with unit and that the mapping x + (x,O) is an 
isometric isomorphism of A onto a maximal ideal of A This is a 
standard embedding of an algebra without unit in one with unit. 

16 Show that Hm is a commutative Banach algebra with unit, rela- 
tive to the supremum norm and pointwise addition and multiplica- 
tion. The mapping f -+ f(a) is a complex hornomorpbism of H*, 
whenever la/ < I. Prove that there must be others. 

17 Show that the set of all functions (z - where j e  Hm, is an 
ideal in Hm which is not closed. Hint: 

18 Suppose (p is an inner function. Prove that { rp f :  f e Hw) is a 
closed ideal in Ha. In other words, prove that if f,, ] is a sequence 
in Hm such .that (p fn -+ g ulliformly in U ,  then g/(p e H*. 



Holomorphio Fourier 

Transforms 

Introduction 

19.1 In Chap. 9 the Fourier transform of a function f on R1 was defined 
to be a function f on R1. Frequently f can be extended to a function 
which is holomorphic in a certain region of the plane. For instance, if 
f(t) = e-ltl, then f(x) = (1 + x2)-I,  a rational function. This should not 
be too surprisil~g. For each real t ,  the kernel eitz is an entire function of z, 
so one should expect that there are conditions on f under which f will be 
holomorphic in certain regions. 

We shall describe two classes of holomorphic functions which arise in 
this manner. 

For the first one, let F be any function in L2(- a ,  a) which vanishes 
on (- .c ,0) [i-e., take F e L2(0, a ) ]  and define 

(1) f (z) = /,. F ( t )  eiiz dt  ( z  r n+), 

where 11" is the set of all z = x + i y  with y > 0. If z ell+ then Jeii" = ee-tg 9 

which shows that the integral in (1) exists as a Lebesgue integrd. The  
corlti~iuity o f f  in n+ is easily verified; and if 7 is any closed path in n+ 
we can apply the theorems of Fubini and Morera to conclude that 
f E H(rI+). 

Let us rewrite (1) in the fonn 

regard y as fixed, and apply Plancherel's theorem. We obtain 
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for every y > 0. [Note that our notation now differs from that in Chap. 
9. There the underlying measure was Lebesgue measure divided by 

5 .  Here we just use Lebesgue measure. This accounts for the 
factor 1 / (2 r )  in (3).] This shows: 

(a)  I f f  is of the f o m  (I), then f is holomorphic in II+ and ils restrictim 
to horizontul lines in TI+ form a bounded set in L2 ( -  a ,  a ) .  

Our second class consists of all f of the form 

where 0 < A < and F e L2(-  A,A).  These functions f are entire 
(the proof is the same as above), and they satisfy a gmwth condition: 

1 2 /IA IF  ( t )  le-tu dt < eAlul rA H i )  I dt. 

If C is this last integral, then C < m, and (5) implies that 

[Entire functions which satisfy (6) are said to be of exponentid type.] 
Thus : 

(b) Every f of the form (4) is an entire function which s a t i s h  (6) and 
whose restriction to the red ax& lies in L q b y  the Plancherel 
theorem). 

I t  is a remarkable fact that the converses of (a)  and (b) are true. This 
is the content of Theorems 19.2 and 19.3. 

Two Theorems of Paley and Wiener 

19.2 Theorem Suppose f e H @I+) and 

1 OD sup - 
o<#<. 2r /-a I f ( .  + iy) lP& = c < a. 

Then there ezisls an F e L2(0, 00 ) such that 

(2) f (2) = 1. F ( t )  ei" dt (z e II+) 

and 

Note: The function F we are looking for is to have the property that 
f ( x  + iy)  is the Fourier transform of F(t)e-u1 (we regard y as a positive 
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constant). Let us apply the inversion formula (whether or not this is 
correct does not matter; we are trying to motivate the proof that follows) : 
The desired F should be of the form 

(4) 
I F (t) = etu - I 

2* I-=- f(x + iy)e-'" dx = / f(z)e-"' dz. 

The last integral is over a horizontal line in TI+, and if this argument is 
correct at all, the integral will not depend on the particular line we happen 
to choose. This suggests that the Cauchy theorem should be invoked. 

PROOF Fix y, 0 < y < w . For each a > 0 let I?, be the rectangular 
path with vertices at f a  + i and _+a + iy. By Cauchy's theorem 

(5) La f(z) e-h dz = 0. 

We consider only real values of t. Let a(@) be the integral of 
f(~)e-~*" over the straight line interval from 6 + i to + iy (6 real). 
Put I = [y,l] if y < 1, I - [l,y] if 1 < y. Then 

5 I If (fl + iu) 1' du & 6%' du. 
Put 

(7) ~ ( a )  - vca + iu)l' du. 

Then (1) shows, by Fubini's theorem, that 

Hence there is a sequence {aj) such that q -+ w and 

(9) A h )  + N-aj) -, 0 ( j -+  

By (6), this implies that 

Note that this holds for every t and that the sequence {q) does not 
depend on t. 

Let us define 

Then we deduce from (5) and (10) that 
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Write fdx) for f(x + iy). Then f, E L 2 ( -  m, a ) ,  by hypothesis, 
and the Plancherel theorem asserts that 

where f,, is the Fourier transform off,. A subsequence of (gj(y , t )  
therefore converges pointwise to fu(t),  for almost all t (Theorem 
3.12). If we define 

it now follows from (12) that 

(15) F ( t )  = etvfu ( t )  . 
Note that (14) does not involve y and that (15) holds for every 

y r (0, a ) .  Plancherel's theorem can be applied to (15): 

If we let y-+ 00, (16) shows that F ( t )  = 0 8.e. in (- O O , ~ ) .  

If we let y -+ 0, (16) shows that 

It now follows from (15) that 3, E L1 if y > 0. Hence Theorem 
9.14 gives 

(19) f (z) = jm F(t )  e - W Z  dt = 1. F (t)@ dt ( z  E a+). 

This is (2), and now (3) follows from (17) and formula 19.1 (3). 

19.3 Theorem Suppose A and C w e  positwe constank and f is an entire 
function such that 

(1 )  If(z)l < CeAlal 

SOT all z ,  and 

Then there exists an F E L 2 ( -  A , A )  such that 
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PROOF Put f,(x) = f (~)e-~l~I,  for e > 0 and x real. We shall show 
that 

(4) lim Jdmm f . ( ~ ) e - ~ t ~  dx = 0 (t real, 1 t 1 > A). 
4 0  

Since Ilf, - fils -+ 0 as e -+ 0, the Plancherel theorem implies that 
the Fourier transforms off, converge in L2 to the Fourier transform 
F off (more precisely, of the restriction off to the real axis). Hence 
(4) will imply that F vanishes outside [-A,A], and then Theorem 
9.14 shows that (3) holds for almost every r d  z. Since each side of 
(3) is an entire function, it follows that (3) holds for every complex x. 

Thus (4) implies the theorem. 
For each real a, let I?, be the path defined by 

put 

(6) n, = {w: Re (we"") A) ,  

and if w r II,, define 

(7) @,(w) = / f(z)e-dz. = eia Jm f(seia) exp (-wsek) da. 
rrr 

By (1) and (5), the absolute value of the integrand is at most 

C exp (-[Re (weia) - Alsl, 

and it follows (as in Sec. 19.1) that 9, is holomorphic in the half 
plane II,. 

However, more is true if a = 0 and if a = r :  We have 

(8) @O(W) = La dx (Re w > O), 

(9) @,(w) = - I-"- f (x) . cwx & (Re w < 0). 

9 0  and 9, are holomorphic in the indicated half planes because of (2) .  
The significance of the functions 9, to (4) lies in the easily verified 

relation 

(10) jm -- f . ( ~ ) e - ~ ~ d z = 9 0 ( ~ + i t ) - 9 , ( - c + i t )  (treal). 

Hence we have to prove that the right side of (10) tends to 0 as 
e + O , i f t > A a n d i f t <  -A. 

We shall do this by showing that any two of our functions 9, 
agree in the intersection of their domains of definition, i.e., that they 
are analytic continuations of each other. Once this is done, we can 
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replace Qo and 9, by 9,f2 in (10) if t < - A ,  and by @-*/2 if t > A, and 
it is then obvious that the difference tends to 0 as r -+ 0. 

So suppose 0 < < - a < 1. Put 

If w = Iwle-"~, then 

so that w E n, n n, as soon as lwl > A/q. Consider the integral 

over the circular arc I' given by r(t) = reG, a 5 t 5 <. Since 

the absolute value of the integrand in (13) does not exceed 

If Iwl > A/11 it follows that (1 3) tends to 0 as r -+ oc. 

We now apply the Cauchy theorem. The integral off (z)ewWz over 
the interval [O,reiBj is equal to the sum of (13) and the integral 
over fO,rda]. Since (13) tends to 0 as r + a, we conclude that 
@Jw) = aB(w) if w = I ~ ( e - ~ r  and Iwl > AlV, and then Theorem 
10.18 shows that 9, and QB coincide in the intersection of the half 
planes in which they were originally defined. 

This completes the proof. 

19.4 Remarks Each of the two preceding proofs depended on a typical 
application of Cauchy's theorem. In Theorem 19.2 we replaced inbegra- 
tion over one horizontal line by integration over another to show that 
19.2(15) was independent of 21. In  Theorem 19.3, replacement of one 
ray by another was used to construct analytic continuations; the result 
actually was that the functions 9, are restrictions of one function 9 
which is holomorphic in the complement of the interval I-Ai,Ai]. 

The class of functions described in Theorem 19.2 is the half plane 
analogue of the class H 2  dis~ussed in Chap. 17. Theorem 19.3 will be 
used in the proof of the Denjoy-Carleman theorem (Theorem 19.11). 

Quasi-analytic Classes 

19.5 If fl is a region and if zo E Q, every f E H(Q) is uniquely determined 
by the numbers f(zo), ft(zo), f"(zo), . . . . On the other hand, there 
exist infinitely differentiable functions on Rl which are not identically 0 
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but which vanish on some interval. Thus we have here a uniqueness 
property which holomorphic functions possess but which does not hold 
in CP (the class of all infinitely differentiable complex functions on R1). 

If f E H (a), the growth of the sequence { I  f( , )  (20) 1 ) is restricted by 
Theorem 10.25. I t  is therefore reasonable to ask whether the above 
uniqueness property holds in suitable subclasses of Ca illrwhich the growth 
of the derivatives is subject to some restrictions. This motivates the 
following definitions ;.the answer to our question is given by Theorem 19.11. 

19.6 The Classes C  { M,)  If M  0, M  M p ,  . . . we poaitive numbers, we 
let C { M , )  be the class of all f E Ca which satisfy inequalities of the form 

Here DqC = f, Dnf is the nth derivative o f f  if n 2 1, the norm is the 
supremum norm over RE, and & and Bf are positive constants (depending 
on f ,  but not on n). 

I f f  satisfies (I), then 

This shows that Bj is a more significant quantity than9&. However, if 
8/ were omitted in (I), the case 7a = 0 would imply (I f l ( ,  5 Mo, an 
undesirable restriction. The inclusion of Bf makm C {  M,) into a vector 
space. 

Each C { M,)  is irwariant tcnder afim t7qmfwmations. More explicitly, 
suppose f E C{  M,) and g(x) = f (m + b). Then g satisfies (I), with 
0, = 0, and B, = aBp 

We shall make two standing assumptions on the sequences {M,) under 
consideration : 

Assumption (4) can be expressed in the form : (log M,) is a w e x  sequence. 
These assumptions will simplify some of our work, and they involve no 

loss of generality. [One can prove, although we shall not do so, that 
every class C (M.1 is equal to a class ~ { n ; i . J ,  where {M.) satisfies (3) 
and (41.1 

The following result illustrates the utility of (3) and (4);. 

19.7 Theorem E d  C { M , )  afi cr2gebra:, with poE'dwbe 
multiplicdim. 

PROOF Suppose f and g E C { M , )  , and Bf, &, g,, and B, are the 
corresponding constants. The product rule for differentiation shows 
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tha t  

Hence 

The convexity of (log M , ) ,  combined with M O  = 1, shows that  
MjM*-j 5 M ,  for 0 < j < n .  Hence the binomial theorem leads 
from (2)  to 

so tha t  f g  E C ( M , ) .  

19.8 Definition A class C { M , )  is said to be quasi-analytic if the conditions 

imply tha t  f(x) = 0 for all x E Rl. 
The content of the definition is of course unchanged if (D"f (0 )  is 

replaced by (Dv) (xo) ,  where X Q  is any given point. 
The quasi-analytic classes are thus the ones which have the uniqueness 

property we mentioned in Sec. 19.5. One of these classes is very inti- 
mately related to holomorphic functions: 

19.9 Theorem The class C{n!\ consists of dl f to which there corresponds . 
a 6 > O such that f can be extended to a bounded holomorphic function i n  the 
strip defined by ( Im ( z ) ]  < 6.  

Consequently C f n ! ) is a quasi-analytic class. 

PROOF Suppose f E H ( 8 )  and 1 f(z)l < P for all z E a, where 8 con- 
sists of all z = x + i y  with I y l  < 6. I t  follows from Theorem 10.25 
that  

for all real x.  The restriction off to the real axis therefore belongs 
to C(n! ) .  

Conversely, suppose f is defined on the real axis and f E C t n ! ] .  
I n  other words, 
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We claim that the representation 

f(x) = 2 (Dnfl(d (x - a)" 
n ! 

n=O 

is valid for all a r R1 if a - B-I < x < a + B-l. This follows from 
Taylor's formula 

(4) f(x) = l1 (D.O(a)(x- a ) i+  
- 

1 5 

j ! (n - I)! L (x - t)n-l(Dnf) (t) dt, 
j = O  

which one obtains by repeated integrations by part. By (2) the last 
term in (4) (the "remainder") is dominated by 

If IB(x - a) )l < 1, this tends to  0 as n 4 a , and (3) follows. 
We can now replace x in (3) by any complex number z such that 

( z  - a1 < 1/B. This defines a holomorphic function Fa in the disc 
wit.h center a t  a and radius 1/B, and Fa($) = f(x) if x is-real and 
1x - a\ < 1/B. The various functions Fa are therefore analytic 
continuations of each other; they form a holomorphic extension F of 
f i n  t.he strip lyl < 1/B. 

If0 < 6 < 1/B andz = a + i y ,  I y l  < 6, then 

This shows that F is bounded in the strip Iyl < 6, and the proof is 
complete. 

19.10 Theorem The class C{Mn] is quasi-analytic if and only if Cf M,) 
contains no nontrivial fundim with compact support. 

PROOF 1f C { M. J is quasi-analytic, iff e C (M.1, and iff has compact 
support, then evidently f and all its derivatives vanish a t  some point, 
hence f(x) = O for all x. 

Suppose C(M,J is not quasi-analytic. Then there exists an 
f rC(M,)  suchthat(Dnfl(0) = Oforn = 0,1,2, . . . ,butf(x~)  Z 0 
for some XO. We may assume xo > 0. If g(x) = f(x) for x >_ O and 
g(x) = 0 for x < 0, then g E C(Mn).  Put h(x) = g(x)g(2x0 - x). 
By Theorem 19.7, h rC{MnJ .  Also, h(x) = O  if x < O  and ic 
x > 2x0. But h(x0) = f2(xo) # 0. Thus h is a nontrivial member 
of C ( M , )  with compact' support. 
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We are now ready for the fundamental theorem about quasi-analytic 
classes. 

The Denjoy-CarIeman Theorem 

19.11 Theorem Suppose Mo = 1, M i  5 M,, lM,+~forn  = 1,2 ,3 ,  . . . ? 

and 

for x  > 0. Then each of the following fie conditions implies the other four: 

(a) C { M , )  is not quasi-analytic. 

(d )  2 (&)Iin -= a * 
n-1 

Note: If M, + 00 very rapidly as n + 00, then Q(x)  tends to infinity 
slowly as x  + 00. Thus each of the five conditions says, in its own way, 
that M,--, a rapidly. Note also that Q(x) 2 1 and q(x) 2 1. The 
integrals in (b)  and (c) are thus always defined. I t  may happen that 
Q(x)  = for some x  < a. In  that case, the integral (b )  is + a, and 
the theorem asserts that C ( M , )  is quasi-analytic. 

If M, = n!, then M,,l /M,  = 1/n, hence (e)  is violated, and the 
theorem asserts that C ( n ! )  is quasi-analytic, in accordance with Theo- 
rem 19.9. 

PROOF THAT (a) lMPLXES (b) Assume that C { M n )  not quasi- 
analytic. Then C{ M,) contains a nontrivial function with compact 
support (Theorem 19.10). An affine change of variable gives a 
function F E C ( M , ) ,  with support in some interval [O,A], such that 

and such that F is not identically zero. Define 
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Then f is entire. If Im z > 0, the absolute value of the integrand 
in (2) is a t  most I F(t) 1. Hence f is bounded in the upper half plane, 
therefore g is bounded in U .  Also, g is continuous on 0, except a t  
the point w = -1. Since f is not identically 0 (by the uniqueness 
theorem for Fourier transforms) the same is true of g, and now 
Theorem 15.19 shows that 

1 
- Lr log (g(eg))( d0 > - 00.  
2?r 

If z = i(1 - eib) /(I + eib) = 2 tan (0/2), then d0 = 2(1 + x3-I &, so 
(4) is the same as 

On the other hand, partial integration of (2) gives 

(6) f (2) = ((irmn LA (DnF) (t) eitg dt (z f 0) 

since F and all its derivatives vanish at  0 and a t  A. It now follows 
from (1) and (6) that 

(7) (xmf (x) 1 <, 2-@AMn (x real, n = 0, 1, 2, . . .). 
Hence 

and (5) and (8) imply that (b) holds. 

PROOF THAT (b) IMPLIES (c) q(x) 2 Q(x). 

PROOF THAT (c) IMPLIES (d) Put a,, =. M,lfW. Since MO = 1 and 
M," - Mn-lM,+l it is easily verified that 5 -1, for rt > 0. If 
x 2 a, then xn/M, 2 en, so 

r(l log q(x) 2 log - L log en = n* 
M, 
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Hence 

for every N. This shows that (c) implies (d) .  

PROOF THAT (d) IMPLIES (e) Put  

Then X I  2 hz 2 hs > , and if G = AZnl'n, as above, we have 

(12) (~kh,)" 5 M, Xlhz • A, = 1. 

Thus X, 5 l/a,, and the convergence of 2=(l/a,) implies that of XX,. 

PROOF THAT (e) IMPLIES (a)  The assumption now is that EX, < 0 0 ,  

where X, is given by (1 1). We claim that the function 

(D 

z = ) sin X,z 
n = l  

Xnz 

is an  entire function of exponential type, not identically zero, which 
satisfies the inequalities 

sin x 
(x real, k = 0, 1, 2, . . .). 

Note first that 1 - 2-1 sin z has a zero at the origin. Hence there 
is a constant B such that  

sin 2 
1 1 - p l S B l 2 l  ( I z I S l ) .  

It follows that 

sin X,z 1 1 -  h i  

so that  the serim 
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converges uniformly on compact sets. (Note that 1 / ~ ,  + .o as 
n -+ a , since EX, < a .) The infinite product (13) therefore defines 
an entire function f which is not identically zero. 

Next, the identity 

sin z 1 1 
- = z  z 1-1 eitx dt 

shows that l z - I  sin zl j elvl if z = x + iy. Hence 

(19) f ( z )  , with A = 2 + 1 1.. 
For real x ,  we have lsin X I  5 1x1 and lsin x( 5 1. Hence 

This gives (14), and if we integrate (14) we obtain 

We have proved that f satisfies the hypotheses of Theorem 19.3. 
The Fourier transform off, 

is therefore a function with compact support, not identically zero, 
and (21) shows that F r Ca and that 

by repeated application of Theorem 9.2(f). Hence IlDVlI, 5 Mk, 
by (21), which shows that F E C ( M , } .  

Hence C{  M,) is not quasi-analytic, and the proof is complete. 

Exercises 

1 Suppose f is an entire function of exponential type and 

a(y) = I f  (x + iy) I d ~ .  
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Prove that either &) = 00 for all real y or &) < 00 for aU 
real y. Prove that f = 0 if (p is a bounded function. 

2 Suppose f is an entire function of exponential type such that the 
restriction of f to two nonparallel lines belongs to L! Prove 
that f = 0. 

3 Suppose f is an entire function of ~xponential type whose restric- 
tion to two nonparallel lines is bounded. Prove that f is con- 
stant. (Apply Exercise 6 of Chap. 12.) 

4 Suppose f is entire, ) f(x) 1 < C exp (A lxl), and f (z) = Za,xn. Put 

Prove that the series converges if Iwl > A, that 

if F(t) = (A + t)e", 0 t < 2r, and that @ is the function which 
occurred in the proof of Theorem 19.3. (See also Sec. 19.4.) 

5 Suppose f satisfies the hypothesis of Theorem 19.2. Prove that 
the Cauchy formu1a 

holds; here z = x + iy. Prove that 

f*(x) = lim f(x + iy) 
PO 

exists for dmost all x. What is the relation between f*  and the 
function F which occurs in Theorem 19.2? Is (*) true with 
t = 0 and with f* in place off in the integrand? 

6 Suppose cp e L2(- m , 03) and (p > 0. Prove that there exists an 
f with I f [  = cp such that the Fourier transform off vanishes on a 
half line if and only if 

Suggestion: Consider f *, as in Exercise 5, where f = exp (u + i v )  
and 

7 Let f be complex function on a closed set E in the plane. 
P rove that the following two conditions on f are equivalent: 
(a) There is an open set 0 > b' and a function F e H ( 0 )  such 

that F(x) = f(x) for z r E, 
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(b) To each a E E there corresponds a neighborhood V ,  of a and 
a function Fa E H(V,) such that F,(z) = f (2) in V ,  n 8. 

(A special case of this was proved in Theorem 19.9.) 
8 Prove that C(nl)  = C(na) .  
9 Prove that there are quasi-analytic e k e s  which are larger than 

Ctn! ) .  
10 Put X ,  3 MA-l/Mn, as in the proof of Theorem 19.11. Pick 

go r Ca (R I ) ,  and define 

Prove directly (without using Fourier transforms or holomorphic . 
functions) that g = lim g, is a function whioh demonstrates that 
(e) implies (a) in Theorem 19.11. (You may choose any go that 
is convenient.) 

11 Find an explicit formula for a function p 8 Cm, with support in 
[-2,2], such that p(x) = 1 if -1 5 x 5 1. 

112 Prove that to every sequence (a , )  of complex numbers there 
corresponds a function f r Cw such that (DICf) (0) = u,, for 
n = 0, 1, 2, . . . . Suggestion: If p is as in Exercise 11, if 
@n = an/%!, if gn(x) = f lRxnp(x) ,  and if 

then [[Dkf,ll, < F for k = 0, . . . , n -- 1, provided that X ,  
is large enough. Take f = ZfR. 

13 Construct a function f 8 Cm such that the power series 

has radius of convergence 0 for every a r R1. Suggestion: Put 

where { ck) and ( X k  f are sequences of positive numbers, chosen so 
that ZckXkR < 00 for n = 0, 1, 2, . . . and so that c,Xmn increases 
very rapidly and is much larger than the sum of all the other 
terms in the series akXkR. 

For instance, put ck = Xkldk, and choose, { A t ]  so that 
k -1 

X k  > 2 2 %XI) and & > ks. 
j-1 

14 Suppose C{ M,) is quasi-analytic, f E C{ M,),  and f (x) = 0 for 
infinitely many x r [0,1]. What follows? 



Uniform Approximation 

by Polynomials 

Introduction 

20.1 Let KO be the interior of a compact set K in the complex plane. 
(By definition, KO is the union of all open discs which are s~ibsets of K ;  
of course, K Q  inay be empty although K is not,) Let P(K)  denote the 
set of all functions on K which are uniform limits of polynomials in x.  

Which functions belong to  P(K)? 
Two necessary conditions come to mind immediately: If f E P(K),  

then f E C(K) and f c H(KO). 
The question arises whether these necessary conditions are also suffi- 

cient. The  answer is negative whenever K separates the plane (i.e., 
when the complement of K is not connected). We saw this in Sec. 13.8. 
On t.he other hand, if K is an  interval on the real axis (in which case 
KO = @), the Weierstrass apl)roximsttion theorem asserts that 

So the answer is positive if K is an il~tcrvnl. Runge's theorem also 
points in this direction, since i t  states, for conipact, sets K wliich do not 
separate the plane, that P (K)  contains :~ t  least 1111 those f c C ( K )  which 
have holomorphic exteensions to  some open set Q 3 K .  

I n  this chapter we shall prove the theorem of Alergelyan which states, 
without any sul,crfluous hypotheses, that the above-mentioned necessary 
c,onditions are also sufficient if K does not separate the plane. 

The principal ingredients of the proof are: Tietze's extension theorem, 
a smoothing process involving convolutions, Runge's theorem, and 
Lemma 20.2, whose proof depends on properties of the class S which 
was introduced in Chap. 14. 

382 
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Some Lemmae 

20.2 Lemma Suppose D is a n  open disc of radius r > 0,  E C D ,  E is 
compact and connected, St = S3 - E i s  connected, and the diameter of E 
i s  ad least r. Then  there is  a function g r H(Q) and a constant 6 ,  with the 
following property: I f  

the inequa.lities 

hold for al E z E St and for all ( E D. 

We recall that S 2  is the Riemann sphere and that the diameter of E 
is the supremum of the numbers lzl - 24, where zl E E and zz r E. 

PROOF We assume, without loss of generality, that the center of D 
is at the origin. So D = D(0;r) .  

The implication (c) -+ (b )  of Theorem 13.18 shows that Q is simply 
connected. (Note that 00 E St.) By the Riemann mapping theorem 
there is therefore a conformal mapping F of U onto 51 such that 
F(0)  = 00. F has an expansion of the form 

We define 

where F-I is the mapping of St onto U which inverts F ,  and we put 

1 b = - / zg(r) dr, 
2ri r 

where I' i s  the positively oriented circle with center 0 and radius r. 
Choose c  c E. Then F - c  has no zero in U. B y  ( 4 ) ,  a / ( F  - C )  r S 

(see Definition 14.10), so Theorem 14.15 asserts that the diameter 
of the complement. of ( F / a ) ( U )  is at  most 4. So diam E < 4 lal. 
Since diam Li: >_ r ,  it follows that 
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Since g is a conformal mapping of Q onto D(O;l/lal), (7) shows that 

and since I' is a path in Q, of length 27rr, (6) gives 

(9) lbl <4r .  

I f  { r D, then I l l  < r, so (11, (81, and (9) imply 

This proves (2). 
Fix [ r D. 
If z = F(w), then zg(x) = wF(w)/a; and since wF(w) -, a as 

w --, 0, we have xg(z) --, 1 as z -+ m .  Hence g has an expansion 
of the form 

Let I'o be a large circle with center at  0; (11) gives (by Cauchy's 
theorem) that 

Substitute this value of X2({) into (11). Then (1) shows that the 
function 

is bounded as x -, 00. Hence p has a removable singularity a t  00. 
If x E Q n D, then (z - [( < 2r, so (2) and (13) give 

By the maximum modulus theorem, (14) holds for all z E Q. This 
proves (3). 

20.3 Lemma Suppose f r C:(RS),  the space of all continuously diflerenti- 
able functions in the plane, with compact support. Put  

Then the fol lowing "Cauchy formula" holds: 
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moor  This may be deduced from Green's theorem. However, 
here is a simple direct proof: 

Put cp(r,8) = f (z  + re'?, P > 0, 8 real. If r = z + reie, the chain 
rule gives 

The right side of (2) is therefore equal to the limit, as 6 -+ 0, of 

For each r > 0, p is periodic in 8, with period %. The integral of 
aP/a8 is therefore 0, and (4)  becomes 

As a + 0 ,  p(a,O) + f(z)  uniformly. This gives (2).  

We shall establish Tietze's extension theorem in the same setting in 
which we proved Urysohn's lemma, since it is a fairly direct consequence 
of that lemma. 

20.4 Tietze's Extension Theorem* Suppose K is a compact subset of 
locally compact Hausdorfl space X and f r C(K) .  Then there exi& an 
F E Ce(X) such that F ( x )  = f ( x )  for all x E K .  

(As in the proof of Lusin's theorem, we can also arrange i t  so that 
llF11x = IIfll~.) 

Paoor Assume f is real, - 1 < f 2 1. Let W be an open set with 
compact closure so that K C W. Put 

(1 )  K+ = { x ~ K : f ( x )  2 4 ) )  K d =  { x r K : f ( x )  5 -4). 
Then K+ and K- are disjoint compact subsets of W. As a conse- 
quence of Urysohn's lemma there is a function f l  E C,(X)  such that 
f ~ ( x )  = 6 on K+, f ~ ( x )  = -4 on K-, -+ 5 f ( x )  5 + for d x c X ,  
and the support of f l  lies in W .  Thus 

(2) I f  - fil I g on K, ( f i l  I 4 on X .  
Repeat this construction with f - f in place off: There exists an 

f 2  E C,(X), With support in W, so that 

(3) I f  - f l  - f z I  I (+)O on K, If01 5 + $ o n  X. 
In this way we obtain functions fn  E Ce(X),  with support in W, 

such that 

(4) I f  - 3 1 -  . - f R [ 5 ( # ) n o n K ,  ( f n I < + * ( $ ) w - l o n X *  
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Put  F = f ,  J r f t  +.h + - - . By (4), the series converges to f on 
K, and i t  converges uniformly on X. Hence F is continuous. 
Also, the support of F lies in v. 

Mergelyan's Theorem 

20.5 Theorem I f  K i s  a compact set in the plane whose cornple~nent i s  
connected, i f f  i s  a cont inuous  conzplex funct ion o n  K w h i c h  is holomorphic 
in the in ter ior  of K ,  and i f  E > 0, then there exists  a polynonaial P such  
that l f ( z )  - P(z)J  for all Z E  K. 

If the interior of K is empty, then part of the hypothesis is vacuously 
satisfied, and the conclusion holds for every f  E C(K).  Note that K need 
not be connected, 

PROOF By Tietze's theorem, f can be extended to a continuous 
function in the plane, with compact support. We fix one such exten- 
sion, and denote it again by f .  

For any 6 > 0, let 4 6 )  be the supremum of the numbers 

where zl and 2 2  are subject to the condition 19, - zll < 6. Sincef is 
uniformly continuous, we have 

lim w (6) = 0. 
h 0  

From now on, 6 will be fixed. We shall prove that there is a 
polynomial P such that  

By (I), this proves the theorem. 
Our first objective is the constructiori of a function @ E  CL(R2), 

such that  for all x 

and 

where X is the set of all points in the support of + whose distance 
from the complement of K does not exceed 6. (Thus X contains 
no point which is "far within" K.) 



Uniform approximation by polynomials 381 

We construct 9 as the convolution off with a smoothing function 
A. Put a(r) = 0 if r > 6, put 

(6) 

and define 

(7) 4 2 )  - a(lxl) 

for all complex x. It is clear that A E CL(R2). We claim that 

The constants are so adjusted in (6) that (8) holds. (Compute 
the integral in polar coordinates.) (9) holds simply because A has 
compact support. To compute (lo), express aA in polar coordinates, 
as in the proof of ~Lmrna. 20.3, and note that aA/ae = 0, 

laA/a~1 - -uf(r). 
Now define 

Since f and A have compact support, so does 9. Since 

and A (b) = 0 if IS( > 6, (3) follows from (8). The difference quo- 
tients of A converge boundedly ta the corresponding partial deriva~ 
tives, since A E CL(R2). Hence the last expression in (11) may be 
differentiated under the integral sign, and we obtain 
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The last equality depends on (9). Now (10) and (13) give (4). If 
we write (13) with iP, and iP, in place of 89, we see that has con- 
tinuous partial derivatives. Hence Lemma 20.3 applies to  @, and 
(5) will follow if we can show that = 0 in G, where G is the set 
of all z E K whme distance from the complement of K exceeds 6. 
We shall do this by showing that 

note that af = 0 in U, since f is holomorphic there. (We r e e d  that 
3 is the Cauchy-Riemann operator defined in Sec. 11.1.) Now if 
z E G, then z - { is in the interior of K for all { with 151 < 8. The 
mean value property for harmonic functions therefore gives, by 
the first equation in (1 I), 

for all x E G. 
We have now proved (3), (4), and (5). 
The definition of X shows that X is compact and that X can be 

covered by finitely mclny open discs Dl, . . . , D,, of radius 26, 
whose centers are not in K. Since S3 - K is connected, the center 
of each Dj can be joined to  00 by a polygonal path in S" K .  It 
follows that each Dj contains a compact connected set Ei, of diameter 
at  least 26, so that S" Ej is connected and so that K n Ej = @. 

We now apply Lemma 20.2, with r = 23. There are functions 
gj E H(Sg - Ej) and constants bj so that the inequalities 

hold for z Z3 and f e Df, if 

Let Sl be the complement of El u - u E,. Then S l  is an open 
set which contains K. 

Put XI = XnD1 and Xj = (XnDj) - (Xlu uXj-1), for 
2 < j I n .  Defme 
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and 

Since 

(18) shows that F is a finite linear combination of the functions gj and 
flit Hence F & H(Q). 

By (20), (4), and (5) we have 

Observe that the inequalities (16) and (17) are valid with R in place 
o fQj i f J ' eXandz&n.  ForifJ'~XthenfeX~forsomej,andthen 
R ( ~ , z )  = Qj(P,z) for d z E 8. 

Now fix z g Q ,  put = t + pd@, and estimate the integrand in (22) 
by (16) if p < 46, by (17) if 46 5 p. The integral in (22) is then seen 
to be less than the sum of 

and 

(24) 

Hence (22) yields 

Since F s H (O), K C n, and 8% - K is connected, Runge's theorem 
shows that F can be uniformly approximated on K by polynomials. 
Hence (3) and (25) show that ( 2 )  can be satisfied. 

This completes the proof. 

One unusual feature of this proof should be pointed out. We had to 
prove that the given function f is in the closed subspace P(K) of C ( K ) .  
(We use the terminology of Sec. 20.1.) Our first step consisted in 
approximating f by @. But this step took us outside P ( K ) ,  since @ was 
so constructed that in general @ will not be holomorphic in the whole 
interior of K .  Hence 9 is a t  some positive distance from P ( K ) .  How- 
ever, (25) shows that this distance is less than a constant multiple of 
4 6 ) .  [In fact, having proved the theorem, we know that this distance 
is a t  mmt @(a), by (3), rather than 6,000 w(6).] The proof of (25) 
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depends on the inequality (4) and on the fact that a@ = 0 in G. Since 
holomorphic functions 9 are characterized by a(p = 0, (4) may be regarded 
as saying that il, is not too far from being holomorphic, and this interpreta- 
tion is confirmed by (25). 

Exercises 

1 Extend Mergelyan's theorem to the case in which S2 - K has 
finitely many components: Prove that then every f E C ( K )  which is 
holomorphic in the interior of K  can be uniformly approximated on 
K by rational functions. 

2 Show that. 'he result of Exercise 1 does not extend to arbitrary 
compact sets K in the plane, by verifying the details of the following 
example. For n = 1, 2, 3, . . . 9 let D, = D(uR;r,) be disjoint 
open discs in U whose union V is dense in U, such that Zr, < a. 
Put  K = 0 - V .  Let I' and 7, be the paths r(t) = eit t 

0 5 t 5 21r, and define 

Prove that L is a bounded linear functional on C ( K ) ,  prove that 
L(R) = 0 for every rational function R whose poles are outside K, 
and prove that there exists an f E C(K)  for which L ( f )  + 0. 

3 Show that the function g constructed in the proof of Lemma 20+2 
has the smallest supremum norm among all f r H ( a )  such that 
zf(z) -+ 1 as z --+ 0 0 .  (This motivates the proof of the lemma.) . 

Show also that b = co in that proof and that the inequality 
lbl < 4r can therefore be replaced by Ibl < r. In fact, b lies in the 
convex hull of the set E. 
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Theorem 

We shall first prove a lemma which, when combined with the axiom of 
choice, leads to an almost instantaneous proof of Theorem 4.21. 

If 5 is a collection of sets and C 5 ,  we call @ a subchain of 5 provided 
that @ is totally ordered by set inclusion. Explicitly, this means that if 
A E @ and B r @, then either A C B or B C A. The union of all mem- 
bers of @ will simply be referred to as the union of a. 

Lemma Suppose 5 is a nmempty collection of subsets of a set X such that 
the union of every subchcrin of 5 belongs to 5. Suppose g is a function which 
msociah to each A E 5 a set g(A) E 5 such that A C g(A) and g(A) - A 
consists of at most me element. Then there exists an A r 5 for which 
q(A) == A. 

PRGOF Fix AO r 5. Call a subcollection 5' of 5 a h e r  if 5' has the 
following three properties: 

(a) A0 r 5'. 
(b) The union of every subchain of 5' belongs to 5'. 
(c) If A r 5', then also g(A) r 5'. 

The family of all towers is nonempty. For if $1 is the collection 
of all A r 5 such that AO C A, then sl is a tower. Let 50 be the 
intersection of all towers. Then 50 is a tower (the verification is 
trivial), but no proper subcollection of 50 is a tower, Also, A o C A 
if A r 5 0 .  The idea of the proof is to show that 50 is a subchain of 5. 

Let r be the collection of all C r such that every A r 50 satisfies 
either A C C or C C A. 

For each C r r, let @(C) be the collection of all A r 50 such that 
either A C C or g(C) C A. 
391 
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Properties (a) and (b) are clearly satisfied by I' and by each iP(C). 
Fix C r r, and suppose A r iP(C). We want to prove that g(A) r iP(C). 
If A r iP(C), there are three possibilities: Either A C C and A # C, 
or A - C, or g(C) C A. If A is a proper subset of C, then C cannot 
be a proper subset of g(A) ,  otherwise g(A) - A would contain at 
least two elements; since C r I', it follows that g(A) C C. If A = C, 
then g(A) = g(C). If g(C) C A, then also g(C) C g(A), since 
A C g(A). Thus g(A) siP(C), and we have proved that iP(C) is a 
tower. The minimality of 50 now implies that iP(C) = 50, for every 
c s r. 

I n  other words, if A r 50 and C r r,  then either A C: C or g ( C )  C A. 
But this says that g(C) r r. Hence J' is a tower, and the minimality 
of 50 shows that r = 50. I t  now follows from the definition of r 
that 50 is totally ordered. 

Let A be the union of 50. Since 50 satisfies (b) ,  A r 50. By ( c ) ,  
g(A) r 50. Since A is the largest member of 50 and since A C g(A) ,  
it follows that A = g(A). 

Definition A choice junction for a set X is a function f which ~ m c i a t e s  
to each nonempty subset E of X an element of E :  f(E) E E. 

In more informal terminology, f "chooses~' an element out of each non- 
empty subset of X. 

The Axiom of Choice For e v e v  set there is a choice j~ndun .  

HauedorPe Marimality Theorem E v w  nonempty part idly ordered set 
P contains a maximal totally ordered subset. 

PROOP Let 5 be the collection of all totally ordered subsets of P. 
Since every subset of P which consists of a single element is totally 
ordered, 5 is not empty. Note that the union of any chain of totally 
ordered sets is totally ordered. 

Let f be a choice function for P. If A r 5, let A* be the set of all x 
in the complement of A such that A u { x )  r 5. If A* # fZI, put 
g(A) = A u  { f ( A * ) } .  If A* = @,put g(A) = A .  

By the lemma, A* = fZI for a t  least one A r 5, and any such A is a 
m a x i d  element of 5. 



Notes and Comments 

Chapter 1 

The first book on the modern theory of integration and differentiation is 
Lebesgue's "Lerons sur l'intdgration," published in 1904. 

The approach to abstract integration presented in the text is inspired by Saks 
[28],t Greater generality can be attained if a-algebras are replaced by a-rings 
(Axioms: U A ;  E and A l  - Az e if A; e for i = 1, 2, 3, . . . ; it is not 
required that X E a), but at  the expense of a necessarily fussier debition of 
measurability. See sec. 18 of [7]. In all classical applications the measurability 
of X is more or less automatic. This is the reason for our choice of the some- 
what simpler theory based on a-algebras. 

Sec. 1.11. This definition of 63 is as in [12]. In [7] the Bore1 sets are defined 
as the a-ring generated by the compact sets. In spaces which are not a-compact, 
this is a smaller family than ours. 

Chapter 2 

Sec. 2.12. The usual statement of Urysohn's lemma is: If KO and Kl are dis- 
joint closed sets in a normal Hausdorff space X, then there is a continuous func- 
tiononXwhich is OonKoand I on K1. The proof isexactlyasin the text. 

Sec. 2.14. The original form of this theorem, with X = [0,1], is due to F. 
Riesz (1909). See [5], pp. 373, 380-381, and [12], pp. 134-135 for its further 
history. The theorem is here presented in the same generality as in [12]. The 
set function p which is defhed for all subsets of X in the proof of Theorem 2.14 
is called an outer masure because of its countable subadditivity (Step I). For 
sys\tematic exploitations (originated by Carathmory) of this notion, see [25] 
and [28]. 

t Numbera in bracket0 refer to the Bibliography. 
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Sec, 2.20 For direct constructions of Lebesgue measure, along more classical 
linea, see [31], 1351, and [26]. 

Sec. 2.22. A very instructive paper on the subject of nonmeasurable sets in 
relation to measures invariant under a group is: J. von Neumann, Zur allge- 
meinen Theorie des Masses, Fundclmenta Math,, vol. 13, pp. 73-1 16, 1929. See 
also Halrnos's article in the special (May, 1958) issue of B d .  Am. Math. Soc. 
devoted to von Neumann's work. 

Sec. 2.23. [Bj, p. 72. 
Sec. 2.24. [28], p. 75. There is another approach to the Lebesgue theory of 

integration, due to Daniel1 (Ann. Math., vol. 19, pp. 279-294, 1917-1918) based 
on extensions of positive linear functionals. When applied to C,(X) it leads to 
a construction which virtudly turns the Vitali-Carathbdory theorem into the 
defiuition of measurability. See [I71 and, for the full treatment, [18]. 

Exercise 16. This example appears in A Theory of Radon Measures on Locally 
Compact Spaces, by R. E. Edwards, Acta Math., vol. 89, p. 160, 1953. Its 
existence was unfortunately overlooked in [27]. 

Exercise 17. 171, p. 231 ; originally due to Dieudonnb. 

Chapter 3 

The best general reference is [9]. See also chap. 1 of [36]. 
Exercise 3, Volume 1 (1920) of F u & m  Math. contains three papers rel- 

evant to the parenthetical remark. 
Exercise 16. [28], p. 18. 
Exercise 18. Convergence in measure is a natural concept in probability 

theory. See (71, chap. IX. 

Chapter 4 

There are many books dealing with Hilbert space theory. We cite 161 and [24] 
as main references. See also [5], [17], and [19]. 

The standard work on E'ourier series is [36]. For simpler introductions, see 
[lo] and 1311. 

Chapter 5 

The classical work here is [2]. More recent treatises are [5], 1141, and [24]. 
See also [17] and [19]. 

Sec. 5.22. For a deeper discussion of representing measures see hens  and 
Singer, Proc. Am. Math., Soc., vol. 5, pp. 735-745, 1954. 

Chapter 6 

See. 6.9. von Neumrtnn's proof is in a section on measure theory in his paper: 
On Rings of Operators, 111, Ann. Math., vol. 41, pp. 94-161, 1940. See pp. 
124-1 30, 

Sec, 6.15. The phenomenon L" # (Ll)* is discussed by J. T. Schwartz in 
Proc. Am. Math. Soc., vol. 2, pp. 270-275, 1951, and by H. W. Elk and D. 0. 
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Snow in Can. Math. Bull., vol. 6, pp. 211-229, 1963. See also [?I, p. 131, and [28], 
p. 36. 

Sec. 6.19. The references to Theorem 2.14 apply here as well. 
Exercise 6. See [l7], p. 43. 
Exercise 10. See [36], vol, I, p. 167. 

Chapter 7 

Fubini's theorem is developed here as in [7] and [28]. For a different approach, 
see 1251. 

Sec. 7.9(c) is in F u d -  Math., vol. 1, p. 145, 1920. 
Exercise 2. Corresponding to the idea that an integral is an area under a 

curve, the theory of the Lebesgue integral can be developed in terms of measures 
of ordinate sets. This is done in [16]. 

Exercise 8. Part (b), in even more precise form, was proved by Lebesgue in 
J. Mathbmatiques, ser. 6, vol. I, p. 201, 1905, and seems to have been forgotten. 
I t  is quite remarkable in view of another example of Sierpinski (Fundamenla 
Math., vol. 1, p. 114,1920) : There is a plane set E which is not Lebesgue measura- 
ble and which has a t  most two points on each straight line. I f f  = ZE, then j is 
not Lebesgue measurable, although all of the sections j, and j v  are upper semi- 
continuous; in fact, each has a t  most two points of discontinuity. (This example 
depends on the axiom of choice, but not on the continuum hypothesis.) 

Chapter 8 

Usually (see [28]) (Dp)(x) is defined as a Kmit of quotients p(E)/m(E), where 
E ranges over a suitable family of closed sets containing x. In most applications 
the sets E are nice sets like balls or cubes, and the utility of the differentiation 
theorems does not depend on whether these are open or closed. The use of open 
sets permits the exploitation of the finiteness property of open covers of compact 
sets. The rather difficult covering theorem of Vitali ([28], p. 109) can be replaced 
by the almost trivial Theorem 8.5 in the proof of the basic Theorem 8.6, This 
approach seems to have been originated by W. Hurewics, in a course given a t  
M.I.T. in 1950 (or earlier). 

Sec. 8.19. For an elementary proof that every monotone function (hence 
every f e BV) is differentiable a.e., see 1241, pp. 5-9. In that work, this theorem 
is made the starting point of the Lebesgue theory. Even simpler is the recent 
proof by D. Austin in Proc. Am, Math. Soc., vol. 16, pp. 220-221, 1965. 

Sec. 8.21. See [16], Theorems 260-264, for situations in which the same con- 
clusion is obtained from somewhat weaker hypotheses. Note that the proof 
of Theorem 8.21 uses the existence and integrability of only the r i g W n d  
derivative of j, plus the continuity of f. 

Chapter 9 

For another brief introduction, see [36], chap. XVI. A different proof of 
Plancherel's theorem is in 1331. Group-theoretic aspects and connections with 
Eanach algebras are discussed in 1171, [19], and [27]. For more on invariant sub- 
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spaces (Sec. 9.16) see [ll]; the present status of the corresponding problem in 
L1 is described in [27], chap. 7. 

Chapter 10 

General references: [I], [4], [13], [m], [29], and [31]. 
Sec. 10.8. Integration can also be defined over arbitrary rectifiable curves. 

See [13], vol. I, Appendix C. 
Sec. 10.10. The topological concept of index is applied in [29] and is fully 

utilised in [I]. The comphtational proof of Theorem 10.10 is as in [I], p. 93. 
Sec. 10.13. Cauchy published his theorem in 1825, under the additional 

assumption that f' is continuous. Gomt  showed that this assumption is 
redundant, and stated the theorem in its present form. See [13], p. 163, for further 
historical remarks. 

Sec. 10.16. The standard proofs of the power series representation and of the 
fact that f e W (Q) implies f' e W(S2) proceed via the Cauchy integral formula, as 
here. Recently proofs have been constructed which use the winding number 
but make no appeal to integration. For details see [34]. 

Sec. 10.32. The open mapping theorem and the discreteness of ZCf) are 
topological properties of the class of all nonconstant holomorphic functions which 
characterize this class up to homeomorphisms. This is Stoilov's theorem. 
See 1341. 

Eec. 10.37. A very elementary proof of the algebrsiic completeness of the 
:omplex field is in [26], p. 170. 

Chapter 11 

General references: [I], chap. 5; [20], chap. 1. 
Sec. 11 .lo. Actually, "nontangential" limits exist a.e, on the circle. See [15], 

pp. 34-37, and [36], vol. I, pp. 96-106, especially Theorem (7.6). 
Sec. 11.17. The reflection principle was used by H. A. Schwam to solve 

problems concerning conformal mappings of polygonal regions. See sec, 17.6 of 
[13]. Further results along these lines were obtained by Carathckdory; see [4], 
vol. 11, pp. 88-92, snd Commentatdi Mathenuztici Helvetici, vol. 19, pp. 263-278, 
1946-1 947. 

See. 11.19. This is due to Herglotz, Leipzigm Berichte, vol. 63, pp. 601-511, 
1911. 

See. 11.21. See Fatou's thesis, S6ries trigonom6triques et skim de Taylor, 
Acta Math., vol. 30, pp. 335-400, 1906. 

Chapter 12 

Sec. 12.7. For further examples, see [31], pp. 176-186. 
Sec. 12.1 1. This theorem was fimt proved for trigonometric series by W. H. 

Young (1912;, q = 2, 4, 6, . . .) and F. Hausdorff (1923; 2 5 q 5 00). F. 
Riess (1923) extended it to uniformly bounded orthonormal sets, M. Riesz (1926) 
derived this extension from a general interpolation theorem, and G. 0. Thorin 
(1939) discovered the complex-variable proof of M. Riesz's theorem. The proof 
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of the text is the Calderbn-Zygmund adaptation (1950) of Thorin's idea. Full 
references and discussions of other interpolation theorems are in chap. XI1 of [36]. 

Sec. 12.12. In slightly different form, this is in Duke Math. J., vol. 20, pp, 
449458, 1953. 

Chapter 13 

Sec. 13.9. Runge's theorem was published in Acta Math., vol. 6 ,  1885. (Inci- 
dentally, this is the same year in which the Weierstrass theorem on uniform 
approximation by polynomials on an interval was published; see Mathem&che 
Werke, vol, 3, pp. 1-37.) See [29], pp. 171-177, for a proof which is close to the 
original one. ?'he functional analysis proof of the text is known to many analysts 
and has probably been independently discovered several times in recent years. 
I t  was communicated to me by L. A. Rubel. In j131, vol. 11, pp, 299-308, atten- 
tion is paid to the closeness of the approximation if the degree of the polynomial is 
fixed. 

Sec. 13.11. Cauchy's theorem in simply connected regions is derived from 
Runge's theorem in [29], p. 177. The general formulation of Cauchy's theorem 
in terms of homology is in [I], p. 118, It is proved there via theorems about 
exact differentials, with no appeal to approximation theorems. 

Exercises 7, 8. For yet another method, see D. G. Cantor, Proc. Am. Math. 
Soc., vol. 15, pp. 335-336, 1964. 

Chapter 14 

General reference: [ZO]. Many special mapping functions are described there 
in great detail. 

Sec. 14.3. More details on linear fractional transformations may be found in 
[I], pp. 22-35 ; in [13], pp. 46-57; in [4] ; and especially in Chap. 1 of L. R. Ford's 
book "Automorphic Functions," McGraw-Hill Book Company, New York, 1929. 

Sec. 14.5. Normal families were introduced by Montel, See chap. 16 of [13]. 
Sec. 14.8. The history of Riemann's theorem is discussed in [13], pp+ 320-321, 

and in [29], p. 230. Koebe'a proof (Exercise 26) is in J ,  fir Math., vol, 145, pp. 
177-223, 1915; doubly connected regions are also considered there. 

Sec. 14.10. The as yet unproved conjecture of Bieberbach is that lanf I n 
for all n iff e S. See [13], pp. 346-358. 

Sec. 14.18(b). This argument occurs in [ZO], p. 179. 
Sec. 14.19. The boundary behavior of conformal mappings was investigated 

by CarathBodory in Math. Ann., vol. 73, pp. 323-370, 1913. Theorem 14.19 was 
proved there for regions bounded by Jordan curves, and the notion of prime ends 
was introduced. See also [4], vol. 11, pp. 88-107. 

Exercise 23. This proof is due to Y. N. Moschovalrie. 

Chapter d5 

See. 15.9. The relation between canonical products and entire funotionrr of 
finite order is discussed in chap. 2 of (31, chap. VII of (291, m d  ch~p.  VIII of l31L 
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Sec. 15.25. See Szase, Math. Ann., vol. 77, pp. 482-496, 1916, for further 
results in this direction. Also chap. I1 of [21], 

Exercise 7. See Kakutani's article in "Lectures on Functions of a Complex 
Variable" (W. Kaplan, ed.), The University of Michigan Press, Ann Arbor, 1955. 

Chapter 16 

The classical work on Riemann surfaces is 1321. (The first edition appeared in 
1913.) Other references: Chapter VI of [I], chap. 10 of [13], chap. VI of [29], 
and [30]. 

Sec, 16.5. Oatrowski's theorem is in J. London Math. Soc,, vol. 1, pp. 251- 
263, 1926. See J. P. Kahane, Lacunary Taylor and Fourier Series, Bull. Am. 
Math. Soc., vol. 70, pp. 199-213, 1964, for a recent account of gap series. 

Sec. 16.17. Chapter 13 of [13], chap. VIII of [29], and part 7 of [4], 
Sec. 16.21. Picard's big theorem is proved with the aid of modular functions 

in part 7 of 141. "Elementary" proofs may be found in [31], pp, 277-284, and in 
chap. VII of [29]. 

Exercise 10. Varioud classes of removable sets are discussed by Ahlfors and 
Beurling in Conformal Invariants and Function-theore tic Null-Sets, Acta Math., 
vol, 83, pp. 101-129, 1950, 

Chapter 17 

The best general reference here is [15]. See also [36], chap, VII. Although 
[15] deals mainly with the unit disc, most proofs are so constructed that they 
apply to more general situations which are described there. Some of these 
generalisations are presented in chap. 8 of [27]. 

Sec. 17.1. See [22] for a thorough treatment of subharmonic functions. 
Sec. 17.13, For a different proof, see [15], or the paper by Helson and Low- 

denslager in Acta Math., vol. 99, pp. 165-202, 1958. 
Sec. 17.14. The terms "inner function" and "outer function" were coined by 

Beurling in the paper in which Theorem 17.21 was proved: On Two Problems 
Concerning Linear Transformations in Hilbert Space, Acta M&., vol. 81, pp, 
239-255, 1949. For further developments, see [l 11. 

Secs. 17.25, 17.26. This proof of M. Riesz's theorem is due to A. P. Calderbn. 
See Proc. Am. Math. Soc., vol. 1, pp. 533-535, 1950. See also [36], vol. I, pp. 
252-262. 

Exercise 6. This forms the basis of a definition of HP-spaces in other regions. 
See Trans. Am. Math. Soc., vol. 78, pp. 46-66, 1955. 

Chapter 18 

General references: [17], [19], and [23]; also [14], The theory was originated 
by Gelfand in 1941. 

Sec. 18.18. This was proved in elementary fashion by P. J. Cohen in Proc. 
Am. Mdh. Soc., vol. 12, pp, 159-163, 1961. 
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Sec. 18.20. This theorem is Wermer's, Proc. Am. Math. Soc., vol. 4, pp. 866- 
869, 1953. The proof of the text is due to Hoffman and Singer. See j15], pp, 
93-94, where an extremely short proof by P. J. Cohen is also given. (See the 
reference to Sec. 18.18.) 

Sec. 18.21. This was one of the major steps in Wiener's original proof of his 
Tauberian theorem. See [33], p. 91. The painless proof given in the text was 
the first spectacular success of the Gelfand theory. 

Exercise 14. The set A can be given a compact Hausdorff topology with 
respect to which the functipns i are continuous. Thus x -, f is a homomorphism 
of,A into C(A). This representation of A as an algebra of continuous functions 
is a most important tool in the study of commutative Banach algebras. 

Chapter 19 

Secs. 19.2, 19.3: [21], pp, 1-13. See also [3], where functions of exponential 
type are the main subject. 

Sec. 19.5. For a more detailed introduction to the classes C( M , } ,  see S. 
Mandelbrojt, "S8ries de Fourier et classes quasi-analytiques," Gauthier-Villars, 
Paris, 1935. 

Sec. 19.1 1. In [21], the proof of this theorem is based on Theorem 19.2 rather 
than on 19.3. 

Exercise 4. The function @ is called the Borel transform off. See 131, chap. 5. 
Exercise 12. The suggested proof is due to H. Mirkil, Proc. Am. Math. Soc., 

vol. 7, pp. 650-652, 1956. The theorem was proved by Borel in 1895. 

Chapter 20 

See S, N. Mergelyan, Uniform Approximations to Functions of a Complex 
Variable, Usephi Mat. Nauk (N.S.) 7, no. 2 (48), 31-122, 1952; Amer. Math. Soc. 
Translation No. 101, 1954. Our Theorem 20.5 is Theorem 1.4 in Mergelyan's 
paper. 

A functional analysis proof, based on measure-theoretic considerations, has 
recently been published by L. Carleson in Math. Scandinavica, vol. 15, pp. 
167-175, 1964. 

Appendix 

The maximality theorem was first stated by Hausdorff on p. 140 of his book 
"Grundziige der Mengenlehre," 1914. The proof of the text is patterned after 
section 16 of Halmos's book 181. The idea to choose g so that g(A) - A has at  
most one element appears there, as does the term "tower." The proof is similar 
to one of Zermelo's proofs of the well-ordering theorem; see Math. Ann,, vol. 65, 
pp. 107-128, 1908. 
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List of Special Symbols and 
Abbreviationst 

X I  
lim sup 
lim inf 

7 The atmderd set-theoretic symbols are described on page8 6 and 7 and are not 
listed here. 
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P,(e - t )  
IPl(E) 
P+,  CL- 
X << 
A1 I 1 4  

Ez, Ev 
f z ,  f u  
P X A  
f * s  
C L * X  
DCL, DP, DP 
T I ,  v(n 
BV, KBV 
f ( x - 1 ,  I-(.+) 
1" (2) 
Q ( A )  
f (0 
Cm, CCD0 
D(a;r) ,  D1(a;r), b(C4;t) 
a 
H (a) 
Y, Y* 
d A  
Z ( f >  
a, '3 
PIS1 
PEdpI 
n', TZ- 
f * (e i t )  
H" 
r ~ u  ( 2 )  

s2 
I B  = I X ' I  
S 
EP (4 roe t 
N 
(fo,Do) (fl>D1) 
MP (f ;TI, H P  
M I ,  Qt 
C l M 4  
P ( K )  
C:(R2) 
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