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Abstract

For s # v, v € Z, Riemann’s meromorphic Zeta function

£© =121 = [Tpedke +x-1 -1

X 2 s(1-s)

=§(1-s)
is represented in the form

_ (s) sin(%(l—s))+§(1—s) sin(gs)
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where

0 2n
ban = [;7 (0 [Zio 2| T with 0(x): = Bi, (e72mx — &™)

Correspondingly, the set of non-trivial zeros {Zn = ; + itn} of the Zeta function is characterized by the

identity of two (,,very rapidly“) convergent series representations

o _Len — Lyw  qyn[3@W @w
Ynzobzn(zn 2) ~on n=o(=1) zn—zn+(2n—1)+zn]

resp.

o 1 foe) 2 2
ano(—l)nbmt%n — Eznzo(_l)n[ ¢(2n) + 7(2n) ]

@n—)-ity  (2n—3)+ity
accompanied by an alternative entire Zeta function in the form

r

C1i

£(s): = sin(ms) & (s) = (1 — s) sin(ms) [% T[_§

The term (1 — s) is the principle term of the li; (x) — function, while the term [- ] is the Mellin transform of

the Kummer function *{F; (%, %, —XZ) in the critical stripe. This enables the definition of an enhanced prime
number density function, which is composed of Riemann’s density function J(x), (x > 1), and J*(x), (0 <

x < 1) ™). This overcomes the challenge of ,pairing terms (p, 1 — p) of the sum over (the non-trivial zeros) p
in the usual way*“, as the ,pairs (p, 1 — p) (in Riemann’s formula for J(x)) must no longer be summed in the

order of increasing Im(p)“, (EdH) 1.15.

(") The concept is in line with the proposed Kummer function based Zeta function theory and a related alternative two-
semicircle method to the Hardy-Littewood (major/minor arcs) circle method as proposed in (BrK).
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1. Notations and Main Theorem

For the notations we refer to (EdH). The baseline function for the Zeta function theory is
given by Y(x): = Ynrq e~™°% (EdH) 1.7. It is related to Jacobi‘s functional equation of the
theta function ¥ enabling the symmetrical form of Riemann’s functional equation in the

form, (EdH) 1.7,

£(s) =1 () mn72g(s) = [ PO e + xS -1

be 2s(1-s)

=81 -5).
Our proposed alternative baseline function for the Zeta function theory is defined by
PG = @) ~ (@)= Ny (77 — T

accompanied by the series

n

log? (x)] dx
) Ivx®

bay = fl P (x) [Zg’:o
The main result of our paper is
Main Theorem: For s = v, v € Z, it holds

Us) sin(g(l—s))+i(1—s) sin(gs)

sin(ms)

£ (s) = oy (D" [ S| 23 by (s — D)%

2n-s  (2n—-1)+s

In proving the Main Theorem the essential step is

Lemma MT: Fors = v, v € Z, it holds

11 1 g ¢(1-s) Ivoeo (_1yn[8G2n) ¢2n) 1 _ r®r s 1-s71 ™ dx
2s(1-s) 2 Lin(%s) + cos(gs)l + nZn:O( D 2n-s + (2n—1)+s] fl [x* +x777] 2 sinh(nx) x

Corollary: The set of non-trivial zeros {zn = % + itn} of the zeta function are characterized by
the identity of two convergent series representations

o0 1 1 oo ¢(2n) ¢(2n)
Y50 bzn(n — 3 = o= N o(- )" 22 + ]

2n-z, (2n-1)+z,
resp.

(2n-J)-ity  (2n-3)+ity



Remark: Riemann built his series representation of

g(s)i= w250 (5) (s~ DY)

by multiplication of
% 1 1

b 2s(1-s)

£(s) = [, WD [xS +x175]

with s(s — 1) to govern the two poles of the term — %s(ll—s)'

his famous power series representation of £(s) in the form

By partial integration he derived

§(s) = Tioaz(s — )"
where

d
I09)

3.,
lelJ (X)] _1/4 (%logx)Zn

1 dx (2n)! dx

ay, =4

claiming that the series as an even function of s — % »converges very rapidly” without giving

explicit estimates, (EdH) 1.8. The proposed alternative entire Zeta function £*(s) is built by
multiplication of £€*(s) with sin(ms)

g (s): = sin(ms) € (s)

accompanied by the set of additional trivial zeros {v},cz. The Mellin transform in the critical
stripe of the Kummer function, (Grl) 7.612,

M [11:1 (1.3 XZ)] - %n‘gﬁz, 0 <Re(s) <1,

2'2" 1—

enables a product represention of £*(s) in the form
sr(2
?%9=smm@?@)=(1—9ﬂmﬁ@En7§§k@xm

where the term (1 — s) is the principle term defining the li; (x) — function, ). The
considered Kummer function, which is related to the Dawson function, enables the
definition of a prime number density function J*(x) with domain 0 < x < 1, additionally to
J(x) with domain x > 1. By construction the current challenges of ,pairing terms (p, 1 — p) of
the sum over (the non-trivial zeros) p in the usual way“ and , that the series

— Xim(p)>o Li(xP) + Li(x'~P) is only conditionally convergent” are overcome, i.e., the ,pairs
(p,1 — p) must no longer be summed in the order of increasing Im(p)*“, (EdH) 1.15.

52 s
0o ], (LeB) p. 32

(1+52)

() An alternative product representation of £~ (s) is given by £*(s) = sin(ms) £*(s) = 1-[1—2((5) | J e

") In Riemann’s method for deriving the formula for the prime number density function J(x) by substituting logZ(s) = log&(s) = logﬁ_§ -
logl’ (1 + E) —log(s — 1) into J(x) = ifuu_t:o log{(s)x® %, (a > 1) the term log(s — 1) results into the li; (x) — function, (EdH) 1.14,
. o l-g dt x dt 1 1 a+io d [log(s—1)
li;(x):= Lim N ) = I E[&] x5ds (@>1).

logt 1+elogt  omi logx s

The condition a > 1 is a consequence of the Fourier inverse function @ = fow](x)x’s’ldx ,Re(s) > 1.
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2. Proof of the Lemma MT

With

™ 1 co —2Tnx (*)
(p()__ :211:16 IX>1I

2 smh(nx) eZ“X—l

the Lemma MT takes the form

Lemma MT: Fors # v, v € Z, it holds

1 1

_2 — (®yS 1-s 11 _3(s) {(1-s) n [22n) Z(2n)
s fl [x5 +x ](p(x)+zlsin(gs)+cos(gs)l+ Yneo(—1) [ + ]

2n-s (2n—-1)+s

Proof: The Lemma MT is a consequence of the integral and series representations as
provided in (MiM) in section 4 (:

(s) :L__Z 0( 1)n<(2n)+f°° 1-s e“X dx
n=

sin %s) s—1 smh(nx) X

~

((1-s) 1 2 _4yn_6@n) © ¢ e ™ dx
Sin(g(l—s)) I Zn O( D (2n—-1)+s J.1 sinh(mx) x °

o d m
* q)()0<x<1 (Grl)3552f 2m(p(x)f:M

2m

Lemma: let f(t) > 0, f'(t) <0, f""(t) < 0for 0 <t < 1, then the even function F(z) = folf(t)cos (zt)dt has infinite many, only real
zeros, (PoG) p. 65

Y (MiM): Special cases, 4.1 The case ¢ = 0

For the special case ¢ = 0 the integral

. T
— 1-s
1Sin(5S) roo

{(s) = —m —2= ] Si;‘hz(x) dx, Re(s) <0 (MiM) (4.1)
can be broken into two parts {(s) = {,(s) + {,(s) where

6(s) = 2 4 sin () [ w15 (MiM) (4.6)

Go(s) = —2sin G5) Tiro(-1)" S22 (MiM) (4.8)

which are both valid for all s.



3. Proof of the Main Theorem

With
£(s) = 7 WEA) X + x4 -
and
D(x): = Ny (72 — &™) = @(x) — P(x?)
one gets

* —_ [~ s 1-s7dx | 1] G(s) {(1-s) n [4(2n) {(2n)
§ (S) - fl CD(X)[X +x ] b'e T 2 Lin(ES) + Cos(zs)l t Zn 0( 1) 2n-s + (2n—1)+s] )

Analogue to Riemann’s approach deriving his famous power series representation for (s),
(EdH) 1.8 ), the first term allows the power series representation in the form

_f P (x)[x5 +x1~ S] =—2)0 ObZn(S_‘)Zrl

with

0g”"(x)
= [ (0 [Zi, -] &
resulting into

U(s) sin(g(l—s)>+i(1—s) sin(g )

sin(ms)

§(s) = =2 XnZoban(s — %)Zn + _Zn o(=Dn [((Zn) n {(2n) ]

2n-s (2n—-1)+s

() [xs + x175] = 2% [cosh (s - %) logx] and cosh (y) = Zﬁ.o:o(}%, with y: = (s - i) logx .
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