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A physical world view 
 

The modelling challenges of the SMEP 
 
 

There are several modelling challenges unifying the so-called „Standard „Model“ of Elementary 
Particles“ and the general relativity theory, e.g., 
 

- in the Maxwell theory there has to be a physical „electron“ (fermion) object (a priori) 
existing outside of the Maxwell equations framework in order to make its motion happen 
governed by electric and magnetic field operators accompanied by a sophisticated 
„displacement current“; a similar situation is given by the (a priori) „inflaton“ object in the 
„big bang theory“ 
 

- in plasma physics there is a symmetry between the number of positively and negatively 
charged interacting particles per considered volume element 
 

- the proportional parts of massive particle matter, plasma particle matter, the „vaccum“ 
and the unknown rest of the universe 
 

- in quantum theory there is an asymmetry between the kinetics and dynamics of 
elementary particles and the ground state 
 

- - there is the mathematical "mass gap" problem of the Yang-Mills equations (a 
generalization of the Maxwell equations, where a chromo-electromagnetic field carries 
charges), Physically speaking, this means that there is a difference in energy between 
vacuum energy and the next level lowest kinematical energy level 
 

- the whole particle-antiparticle zoo of the SMEP requires annihilation, however there is 
no annihilation of the electron-positron pair, but the generation of photons 𝑒+ + 𝑒−  →  2𝛾 
 

- a missing model for the extraordinarily short lifespan in the 𝛽 decay, (DüH), a missing 
interpretation of the „fine-structure“ constant and the gyro-magnetic factor (MaW1) p. 
75, (MaW) p. 225, in the context of both, wave mechanics and spin dynamics, (YoW) 
 

- it has been questioned whether the NSE really describes general flows. The difficulty 
with ideal fluids is that in such fluids there are no frictional forces, (BrK9) 

 

- in quantum theory the elements of a single geometric Hilbert space framework provide 
the model of the „state“ of an elementary particle. This „state“ is described with two 
attributes (location and momentum); from a mathematical perspective, those attributes 
relate to two different Hilbert spaces within a Hilbert scale 
 

- in GRT the Einstein space is supposed to provide the framework for a geometric model 
of the phenomenon „gravity“. However it is a purely metric space accompanied by 
infinite numbers of locally euclidian space-time „frameworks“; mathematically speaking, 
the Einstein space has no geometric structure, at all 
 

- a common modelling framework to understand the Hilbert-Polya conjecture and the 
Berry-Keating conjecture, (BrK4), (*). 

 
(*) (DeJ) p. 292: The Montgomery-Odlyzko law: "The distribution of the spacing between successive non-trivial zeros of the 
Riemann zeta function (suitable normalized) is statistically identical with the distribution of eigenvalue spacing in a GUE 
(Gaussian Unitary Ensemble) operator 
 

(DeJ) p. 295: "What on earth does the distribution of prime numbers have to do with the behavior of subatomic particles?"  
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Some crucial modelling requirements for an unified field theory 
 
 

- to understand the energy factor which determine the distribution of electricity in particles of 
definite size and charge (A) , e.g., to gain insight into 
  

o the Ritz and Einstein agreement to disagree regarding the role of advanced and 
retarded (Coulomb) potentials (RiW) 

o the Landau damping phenomenon, where electrostatic oscillatory disturbances in 
plasma are quickly damped out, even without the dissipative help of physical 
collisions, (ShF) 

 

- to overome the Schrödinger dilemma in case of the harmonic (Planck type) quantum oscillator 
(e.g. the microscopic model of a molecule with two atoms) with an observed zero point energy 
1

2
ℎ𝜈 in the case of crystal lattices (B) 

 

- to understand the discrepancies from simple Dirac theory between an electron and a proton 
regarding 
 

o the magnetic momentum in the context of the fine structure constant (C) and 
Ehrenhaft’s forgotten discovery, photophoresis by electric vs. electric & magnetic ions, 
(BrJ), SaG) 

o the Dirac hypothesis (*) about the total amount of elementary particles in the universe, 
the fact, that the proton is the most quantum mechanical particle in the universe, and 
its astonishing relation to the formula ℎ ≈ 𝑐𝑚𝑝𝑟𝑝 (C) 

 

- to understand the root cause of the 𝛽-decay half life, where on average a neutron decays into 
a proton, an electron, and an anti-neutrino within 15 minutes 
 

- to understand the relationship between the Hilbert-Polya conjecture and the Berry-Keating 
conjecture. 

 

(A) (EiA1) p. 28: „Maxwell's equations determine the electromagnetic field when the distribution of electric charges and currents 
is known. But we do not know the laws which govern the currents and charges. We do know, indeed, that electricity consists of 
elementary particles (electrons, positive nuclei), but from a theoretical point of view we cannot comprehend this. We do not 
know the energy factors which determine the distribution of electricity in particles of definite size and charge, and all attempts to 
complete the theory in this direction have failed. If then we can build upon Maxwell's equations at all, the energy tensor of the 
electromagnetic field is known only outside the charged particles“. 
 

(B) (FeE): „Dirac‘s theory of radiation is based on a very simple idea; instead of considering an atom and the radiation field with 
which it interacts as two distinct systems, he treats them as a single system whose energy is the sum of three terms: one 
representing the energy of the atom, a second representating the electromagnetic energy of the radiation field, and a small term 
representing the coupling energy of the atom and the radiation field“. 
 

 (ScE) p. 62: "The (second) attitude makes us think of the „𝑛𝑠 particles present in the state 𝛼𝑠“ as of a proper vibration (or a 
„Hohlraum“ oscillator to use a customary expression) in its 𝑛𝑠th quantum level. 𝑛𝑠 becomes the quantum number and the 

stipulation that the system of quantum numbers 𝑛1, 𝑛2, 𝑛3, … 𝑛𝑠, ..  determines only one state of gas, …ceases to be a trange ne 
adoption, and comes into line with the ordinary view about quantum states and there statistical weight (viz. equal for any two of 
them). … Bose pointed out, that we could, alternatively to the „Hohlraum“ oscillator statistics, speak of photon statistics, but then 
we had to make it „Bose statistics“.  
 

The wave point of view, … at least in all Bose cases, raises another interesting question. Since in the Bose case we seem to be 
faced, mathematically, with a simple oscillator of the Planck type, of which the  is the quantum number, we may ask whether we 
ought not adopt for 𝑛𝑠 half-odd integers 1/2,3/2, . . (2𝑛 + 1)/2, …. rather than integers. One must, I think, call that an open dilemma. 

From the point of view of analogy one would very much prefer to do so. For, the zero-point energy“ 
1

2
ℎ𝜈 of a Planck oscillator is 

not only borne out directly observation in the cristal lattices, it is also so intimitely linked up with the Heisenberg uncertainty relation 
that one hates to dispense with it. On the other hand, if we adopt it striaghtaway, we get in serious trouble, especially on 
conteplating changes of the volume (e.g. radiabatic compression of a given volume of black-body raditation), because in this 
process the (infinite) zero-point energy seems to change by infinite amounts! So we do not adopt it, and we continue to take for 
the 𝑛𝑠 the integers, beginning with 0. 
 

(C) (BeH) p. 34: „If the proton, a 𝑠𝑝𝑖𝑛 (1/2) particle with unit charge, obeyed the Dirac equation as precisely as does the 
electron, it should have a magnetic moment very near 1 nuclear magneton. This wide disagreement with the facts is 
demonstration that the simplified notion of a structureless and well-defined individual particle does not apply to nucleons so well 
as it does to the electron. Meson theory in its simplest form accounts for the additional moment as the effect of the current of 
transient mesons near the proton, and of the motion of the proton with the meson emission and reabsorption causes, but Dirac 
moment for the electron is calculated on the very same basis; the transient presence of photons, rather than mesons, and hence 
a small additional moment. The agreement is excellent for the electron, where the whole correction effect is only a part in one 
thousand. But no analogous theory has been found which can account quantitatively for dominating effect in case of the proton.“ 
 
 
 (*) P.A.M. Dirac, Proc. R. Soc. Lond. A 165 (1938) , 199 ,(UnA1) p. 288, (UnA2) p. 85 
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Some mathematical modelling requirements  
for a quanta action potential model 

 
 

A quanta action potential model needs to be in line with today‘s physical realities, e.g. 
 

i) Dirac’s proven electron radiation theory based on the mathematical model of a „point 
charge“ distribution Dirac „function“ 𝛿 ∈ 𝐻−𝑘/2−𝜀 (where 𝑘 denotes the space dimension of 

the underlying domain) is accompanied by indefinite energies of the related Klein-Gordon 
equation 
 

ii) the stationary energy states of the (thermo-statistics relevant) Schrödinger equation w/o 

spin accompanied by the set of quantum numbers 𝐸𝑛 =
ℎ

2𝜋
𝜔(𝑘 +

1

2
) 

 

iii) the positron and the electron do not annihilate each other;  they emit photons in the form 
𝑒+ + 𝑒−  →  𝛾𝛾 

 

iv) the discrete energy eigenvalues in a hydrogen atom 
 

v) the fine structure constant is approximately equal to the orbital speed of the lowest energy 
electron „particle“ divided by the speed of light 

 

vi) only about 5 % of the universe is „ordinary matter“, where 99% of it is „plasma matter“; 
from the remaining 1% there are about 90% hydrogen atoms and about 10% helium 
atoms, the remaining matter of all known other atoms is 0,1% 

 

vii) the hydrogen atom model is composed of 1 proton (accompanied by 0 − 2 neutrons) and 1 
elecron; the helium atom model is composed of two „electrons“ to a nucleus containing 
two protons with either 1 or 2 neutrons, but no closed-form solution to the Schrödinger 
equation exists. 

 
 

A quanta action potential model needs to meet the following objectives 
 

i) understand the energy factor which determine the distribution of electricity in particles of 
definite size and charge 
 

ii) determine the distribution of an assembly of 𝑁 identical systems over the possible states 
in which this assembly can find itself, given that the energy of the assembly is a constant 
𝐸 

 
iii) provide an alternative scalable baseline model to Dirac’s (one-system) model of radiation 

replacing the small term representing the coupling energy of the atom (system 1) and the 
radiation field (system 2) 

 

iv) understand the 𝛽-decay process (where an instable atomic nucleus characterized by a 
high number of neutrons and a low number of protons decays into a stable atomic nucleus 

with high number of protons and a low number of neutrons; 𝑛 → 𝑝 + 𝑒− + 𝜈𝑒) from a 
theoretical perspective 

 
v) understand the difference between nature vs. physical or mathematical (model related) 

coupling constants, (UnA2). 
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The Planck oscillator 
(ScE) 

 
 

Notations: 
  

A certain class of states of the assembly will be indicated by saying that 𝑎 = 𝑎1, 𝑎2, 𝑎3 … 𝑎𝑛 , .. of the 𝑁 systems are in state 𝑛 =
1,2,3 … respectively, and all states of the assembly are embraced – without overlapping – by the classes described by all different 
admissible sets of numbers 𝑎𝑛 
 

State numbers:    𝑛 = 1,2,3 … 
Energy:     𝐸𝑛 = 𝐸1, 𝐸2, 𝐸3 … 
Occupation numbers:   𝑎 = 𝑎1, 𝑎2, 𝑎3 … 𝑎𝑛 , ..  

 

The number of single states, belonging to this class, is obviously 
 

𝑃 =
𝑁!

𝑎1!𝑎2!𝑎3!…𝑎𝑛!..
  

 

The set of occupation numbers must comply with the conditions 
 

∑ 𝑎𝑛𝑛 = 𝑁, ∑ 𝑎𝑛𝐸𝑛𝑛 = 𝐸. 
 

Those statements really finish our counting. But in this form the result is wholly unsurveyable. …If we regard the set of occupation 
numbers as obtaining always, we disregard only a very small possible distributions – and this has „a vanishing likelihood of ever 
being realized“. 

 
 
The energy levels of the Planck oscillator are, (ScE), 
 

𝐸𝑛 = (𝑛 +
1

2
) ℎ𝜈 , 𝑛 = 0,1,2, …   

 

The sum-over-states (Zustandsumme) is given by (𝜇 =
1

𝑘𝑇
, where 𝑘 denotes the Boltzmann constant) 

 

𝑍 = ∑ 𝑒−𝐸𝑛/𝑘𝑇∞
𝑛=0 = ∑ 𝑒−𝜇𝐸𝑛∞

𝑛=0 = ∑ 𝑒−𝜇ℎ𝜈(𝑛+
1

2
)∞

𝑛=0 . 
 
Then  

𝛹 ≔ 𝑘𝑙𝑜𝑔𝑍 = −
1

𝑇
∑ 𝐸𝑛

∞
𝑛=0   

 

is the negative free energy divided by 𝑇. Putting 𝑥 ≔ 𝜇ℎ𝜈 =
ℎ𝜈

𝑘𝑇
 one have 

 

𝑍 = 𝑒−
𝑥

2 ∑ 𝑒−𝑛𝑥∞
𝑛=0 = 𝑒−

𝑥

2
1

1−𝑒−𝑥 =
1

2

1

sinh (
𝑥

2
)
 . 

 

Hence 𝛹 = 𝑘𝑙𝑜𝑔𝑍 = −𝑘𝑙𝑜𝑔2(sinh (
𝑥

2
)), 

𝑈 =
𝐸

𝑁
= 𝑇2 𝜕𝛹

𝜕𝑇
= −𝑘𝑇2 1

2

cosh(
𝑥

2
)

sinh(
𝑥

2
)

(−
ℎ𝜈

𝑘𝑇2)  

       =
ℎ𝜈

2

𝑒𝑥/2+𝑒−𝑥/2

𝑒𝑥/2−𝑒−𝑥/2 =
ℎ𝜈

2

𝑒𝑥/2+1

𝑒𝑥/2−1
 

=
ℎ𝜈

2
+

ℎ𝜈

𝑒
ℎ𝜈
𝑘𝑇−1

=
ℎ𝜈

2
+

ℎ𝜈

𝑒𝜇ℎ𝜈−1
 , 

which is the well-known expression, in which the „zero-point energy“ is usually dropped. 
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The Fermi oscillator 
(ScE) 

 
 

This is a particularly simple system (invented, as we shall see later, to formulate „Fermi statistics“). It is 
a thing capable only of two levels, 0 and 𝜀 = 𝐸1 = 𝐸2 = ⋯ ). Hence 
 

𝑍 = 1 + 𝑒−𝜀/𝑘𝑇 
 

𝛹 = 𝑘𝑙𝑜𝑔(1 + 𝑒−
𝜀

𝑘𝑇) 
 

𝑈 =
𝐸

𝑁
= 𝑇2 𝜕𝛹

𝜕𝑇
= −𝑘𝑇2 𝑒

−
𝜀

𝑘𝑇

1−𝑒
−

𝜀
𝑘𝑇

𝜀

𝑘𝑇2 =
𝜀

1+𝑒
𝜀

𝑘𝑇

 . 

 
Compare this with the relevant second term of 
 

𝑈 =
ℎ𝜈

2
+

ℎ𝜈

𝑒𝜇ℎ𝜈−1
  

 
of the Planck oscillator (taking 𝜀 = ℎ𝜈). There is just one remarkable difference in sign, ±1 in the 
denominator. We shall see later that this consitutes the relevant difference between „Einstein-Bose 
statstics“ and „Fermi-Dirac“ statistics. 
 
The thermodynamical functions of a system composed of 𝐿 Planck oscillators or 𝐿 Fermi oscillators 
would, of course, be obtained on multiplying by 𝐿. 
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Schrödinger’s concept of a heat-bath  
 
 

Schrödinger‘s thermo-statistical dilemma (*) of the Dirac model (particle – anti-particle – coupling 
energy) is the fact that the system I (particle – anti-particles) equipped with quantum numbers 
𝑛1, 𝑛2, 𝑛3, … 𝑛𝑠 , ..  determines (only) one quantum state, while the system II (coupling energy) is described 
by the Dirac point charge model equipped with a „quantum state“ 𝑛0. This means the overall set of 
quantum numbers of the Dirac model is 𝑛𝑠 = 0,1,2,3. However, the zero-point energy“ 1

2
ℎ𝜈 of a Planck 

oscillator is borne out directly observation in the cristal lattices inducing a set of quantum numbers of 
both systems in the form 𝑛𝑠 =

1

2
,

3

2
,

5

2
, …. We also note that the mathematical potential model to link both 

„systems“ is given by the Coulomb-Newton potential. Its proper mathematical handling and usage 
require a restriction to the 3D case.  
 
(ScE) p. 1: “There is, essentially, only one problem in statistical thermodynamics: the distribution of a given amount of energy 𝐸 
over 𝑁 identical systems. Or perhaps better: to determine the distribution of an assembly of 𝑁 identical systems over the 
possible states in which this assembly can find itself, given that the energy of the assembly is a constant 𝐸. The idea is that 
there is weak interaction between them, so weak that the energy of interaction can be disregarded, that one can speak of the 
“private” energy of every one of them and that the sum of their “private” energies has to equal 𝐸.  …. 
 
 “To determine the distribution” .. mean in principle to make oneself familiar with any possible distribution-of-the-energy (or state-
of-the-assembly) …. is (always the same) the mathematical problem; we shall (soon) present its general solution, from which in 
the case of every particular kind of system enery particular classification that may be desirable can be found as a special case: 
 
But there are two different attitudes as regards the physical application of the mathematical result. …  
 
The older and more naïve application is to 𝑁 actually existing physical systems in actual physical interaction with each other, 
e.g. gas molecules or electrons or Planck oscillators or degrees of freedom (“ether oscillators”) of a “hohlraum”. The 𝑁 of them 
together represent the actual physical system under consideration. This original point of view is associated with the names of 
Maxwell, Boltzmann and others. 
 
But it suffices only dealing with a very restricted class of physical systems – virtually only with gases. It is not applicable to a 
system which does not consist of a great number of identical constituents with “private” energies. … 
 
Hence a second point of view …  has been developed. It has a particular beauty of its own, is applicable quite generally to every 
physical system, and has some advantages to be mentioned forthwith. Here the 𝑁 identical systems are mental copies of the 
one system under consideration – of the one macroscopic device that is actually erected on our laboratory table. Now what on 
earth could it mean, physically, to distribute a given amount of energy 𝐸 over these 𝑁 mental copies? The idea is, in my view, 
that you can, of course, imagine that you really had 𝑁 copies of your system, that they really were in “weak interaction” with 
each other, but isolated from the rest of the world. Fixing your attention on one of them, you find it in a peculiar kind of “heat-
bath” which consists of the 𝑁 − 1 others. 
 
Now you have on the one hand, the experience that in thermodynamical equilibrium the behavior of a physical which you place 
in a heat-bath is always the same whatever be the nature of the heat-bath that keeps it at constant temperature, provided, of 
course, that the bath is chemically neutral towards your system, i.e., that there is nothing else but heat exchange between them. 
On the other hand, the statistical calculations do not refer to the mechanism of interaction: they only assume that it is “purely 
mechanical”, that it does not affect the nature of the single systems (e.g., that it never blows them to pieces), but merely 
transfers energy from one to the other. 
 
These considerations suggest that we may regard the behavior of any one of those 𝑁 systems as describing the one actually 
existing system when placed in a heat-bath of given temperature. Moreover, since 𝑁 systems are a likely and number similar 
conditions, we can then obviously, from their simultaneous statistics, judge of the probability of finding our system, when placed 
in a heat-bath of given temperature, in one or other of its private states. Hence all questions concerning the system in a heat-
bath can be answered. … 

 
 

 

 

 

 

 

 

 

(*) (ScE) p. 62: The wave point of view, … at least in all Bose cases, raises another interesting question. Since in the Bose case 

we seem to be faced, mathematically, with a simple oscillator of the Planck type, of which the  is the quantum number, we may 
ask whether we ought not adopt for 𝑛𝑠 half-odd integers 1/2,3/2, . . (2𝑛 + 1)/2, …. rather than integers. One must, I think, call that 

an open dilemma. From the point of view of analogy one would very much prefer to do so. For, the zero-point energy“ 
1

2
ℎ𝜈 of a 

Planck oscillator is not only borne out directly observation in the cristal lattices, it is also so intimitely linked up with the Heisenberg 
uncertainty relation that one hates to dispense with it. On the other hand, if we adopt it striaghtaway, we get in serious trouble, 
especially on conteplating changes of the volume (e.g. radiabatic compression of a given volume of black-body raditation), 
because in this process the (infinite) zero-point energy seems to change by infinite amounts! So we do not adopt it, and we 
continue to take for the 𝑛𝑠 the integers, beginning with 0. 
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The Dirac potential model 
 

 
(FeE): „Dirac‘s theory of radiation is based on a very simple idea; instead of considering an atom and the 
radiation field with which it interacts as two distinct systems, he treats them as a single system whose 
energy is the sum of three terms: one representing the energy of the atom, a second representating the 
electromagnetic energy of the radiation field, and a small term representing the coupling energy of the atom 
and the radiation field“. 

 
The Dirac model consists of an „atom“ particle equipped with „energy“, a „field particle“ surrounded by 
„field energy“, and a small „coupling energy term“ between both energies. The corresponding model 
components are particles, anti-particles, and „boson“ particles. In the electromagnetism case those are 
the electrons, the electron neutrinos, and the photons. 
 

Mathematically speaking, the Dirac model is about a mathematical point element 𝑥 ∈ 𝑅𝑘 and a related 

(electromagnetical) point charge (distribution) function 𝑐 ∙ 𝛿 ∈ 𝐻−𝑘/2−𝜀 , carrying a point charge defined 

the corresponding physical  problem related coupling constant 𝑐. The simplest related corresponding 
potential equation is given by the Laplacian operator accompanied by the gravitational constant 

𝑐𝑔𝑟𝑎𝑣 ~ 6,6 ∙ 10−11 𝑁∙𝑚2

𝑘𝑔2
 in the form 

 

−∆𝑢 = 𝑐𝑔𝑟𝑎𝑣𝛿. 

 

The Dirac model provides the blueprint for the conceptual design of the SMEP, where each of the 
three considered „force“ phenomena requires correspondingly grouped „affected particles“, related 
„(force specific) energy field particles (anti-particles)“, and a small „coupling energy term“ between the 
pair of the two energy types per considered force phenomenon. This conceptual design results into 
the today’s zoo of 17 = 3 + 14 fermions and bosons of the SMEP „model“ representated in the form 
𝑈(1) × 𝑆𝑈(2) × 𝑆𝑈(3). Each of those symmetry groups represents the physical (conservation of 
energies) „symmetry“ rule, by which the corresponding „zoo member“ group are affected by its related 
„group force“.  
 
The mathematical-physical laws, which govern the charges and the related energy factors are 
represented by variational potential operator equations based on appropriately defined spaces, (ChJ). 
The Hilbert space for thermo-statistical relevant particles is the standard Hilbert space 𝐿2 = 𝐻0 
equipped with the Lebesgue integral based inner product (∙,∙)0.  
 
The standard 𝐻0-based variational energy Hilbert space with respect to the Laplacian potential 
operator is 𝐻1, equipped with the (Dirichlet integral) inner product  𝐷(∙,∙) ≔ (∙,∙)1 ≔ (∇ ∙, ∇ ∙)0. The 
elements of the kinematical energy Hilbert space 𝐻1 can be represented as superposition of Fourier 
waves ∈ 𝐻1. Accordingly, the 𝐻−1/2-variational energy Hilbert space with respect to the Laplacian 

potential operator is the Hilbert space 𝐻1/2, accompanied by the concept of wavelets. 

 
We note that the mathematical link between the Hilbert scales 𝐻𝛼 and the Dirac radiation theory is 
given by the Sobolev embedding theorem in the form 𝐻−𝑘/2−𝜀 ⊂ 𝐶0. 

 

The Dirac (distributional) function provides a density distribution of charged point particles. The mass 
density of a point mass 𝑚 at 𝑟0 is given by 𝜌𝑚(𝑟0) = 𝑚𝛿(𝑟 − 𝑟0). Its relation to the Laplacian operator is 
given by 
 

∆(
1

|𝑟−𝑟0|
) = −4𝜋𝑚𝛿(𝑟 − 𝑟0). 

 

It can be generalized in the form 
 

(∆ + 𝑘2)(
𝑒±𝑖𝑘(𝑟⃗⃗⃗−𝑠⃗⃗)

|𝑟−𝑠|
) = −4𝜋𝑚𝛿(𝑟 − 𝑠). 
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The Coulomb potential model 
 

 

(RiW): „In the special cases in which an electromagnetic process remains restricted to a finite space, the 

process can be represented in the form 
 

𝑓 = 𝑓1 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡−
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

as well as in the form 

𝑓 = 𝑓2 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡+
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

 
and in other forms. … Ritz considers the restriction to the form of retarded potentials as one of the roots of the 

second law, while Einstein believes that irreveribility is exclusively due to reasons of probability“. 
 

Remark: Matter consists of atomic nuclei and electrons. The Coulomb force acts between atomic 
nuclei and electrons. It determines the several appearances of matter and most of the observable 
phenomena ((FlT) p. 37. From a mathematical perspective the Coulomb force corresponds to 
Newton‘s gravitational force. Both are equipped with the same functional 3D specific 𝑘−2 „distance“ 
dependency. the 3D-Coulomb force is proportional to the charge of the considered electrons; the 3D-
gravitation force is proportional to the masses of the considered mass particles.  
 
Remark: The Coulomb potential of electromagnetism is an example of a Yukawa potential with factor 
𝑒−𝛼𝑚𝑟 equal to 1, everywhere. This can be interpreted as saying that the photon „mass“ 𝑚 (i.e. the 

force-carrier between interacting, charged particles)  is equal to 0. The Yukawa potential concept was 
developed to explain the results of James Chadwick's atomic model, which consisted of positively 
charged protons and neutrons packed inside of a small nucleus, with a radius on the order of 10−14 
meters. Finally, the Yukawa potential concept resulted into the concept of meson particles.  
 
Remark: The Coulomb potential resp. the Yukawa potential are accompanied by plane resp. spheric 
waves. 
 
Remark: The Dirac „function“ 𝛿(𝑟 − 𝑟0) is a linear continuous functional over the space of continuous 
functions, which maps a continuous function depending on 𝑟, in this case the constant function 𝑞, to 
the specific function value 𝑞(𝑟0) = 𝑞. The functional cannot be represented as an integral, however, in a 
distributional sense it holds 𝑓(𝑟0) = (𝛿(𝑟0,∙), 𝑓). The corresponding concept in Hilbert space theory are 
dual Hilbert spaces. 
 
Remark: We note that the mathematical models of both physical concepts, the Dirac potential and the 
Coulomb potential, very much depend on the 3D-case.  
 
Remark: The Heaviside function  

𝜃(𝑥 − 𝑥0) = {
0
1

𝑓𝑜𝑟
𝑓𝑜𝑟

𝑥<𝑥0
𝑥≥𝑥0

  

 
 is linked to the Dirac function by 

𝑑

𝑑𝑥
𝜃(𝑥 − 𝑥0) = 𝛿(𝑥 − 𝑥0).  

 
Remark: From the identity 
 

𝑟−𝑟𝑖

|𝑟−𝑟𝑖|3 = −𝑔𝑟𝑎𝑑
1

|𝑟−𝑟𝑖|
 and 𝐸⃗⃗(𝑟) ≔ ∫ 𝜌(𝑠)

𝑟−𝑠

|𝑟−𝑠|3 𝑑3𝑠 = −𝑔𝑟𝑎𝑑 ∫ 𝜌(𝑠)
1

|𝑟−𝑟𝑖|
𝑑3𝑠 = −𝑔𝑟𝑎𝑑𝛷(𝑟) 

 
it follows that the 3D electric field can be represented by a (scalar) electrostatic potential 𝛷(𝑟) in the 
form 
 

𝐸⃗⃗(𝑟) = −𝑔𝑟𝑎𝑑𝛷(𝑟) 
where 
 

𝛷(𝑟) ≔ ∫
𝜌(𝑠)

|𝑟−𝑟𝑖|
𝑑3𝑠 . 

 
 
 

https://en.wikipedia.org/wiki/Coulomb_potential
https://en.wikipedia.org/wiki/Electromagnetism
https://en.wikipedia.org/wiki/Photon
https://en.wikipedia.org/wiki/James_Chadwick
https://en.wikipedia.org/wiki/Coulomb_potential


9 
 

The Coulomb potential model is a generalization of the Coulomb force law, where there are two 
Coulomb forces 𝑭1 and 𝑭2 acting in the direction of the connecting line between two charged particles, 
whereby 𝑭1 = −𝑭2. The two Coulomb forces 𝑭1 and 𝑭2 are proportional to the product of the two 
charges  𝑞1 and 𝑞2 and are inverse proportional to the square of the distance of both particles, i.e. 
 

𝑭1 = −𝑭2 = 𝑘𝑞1𝑞2
𝑟1−𝑟2

|𝑟1−𝑟2|3. 

 
The constant 𝑘 determines the interaction force between both particles. It depends from the chosen 
unit of those charges. If there is a repulsive interaction between those particles this implies 𝑘 > 0. 
 
The charge density of 𝑁 point charges are expressed by Dirac functions in the form 
 

𝜌(𝑟) = ∑ 𝑞𝑖𝛿(𝑟 − 𝑟𝑖)
𝑁
𝑖=1 . 

 
In case one identifies the electrons and atomic nuclei with those charge this corresponds to the charge 
density of an atom. A continuous charge density  
 

𝜌(𝑟) = ∫ 𝜌(𝑠)𝛿(𝑟 − 𝑠)𝑑3𝑠  

 
can be approximated by 𝑁 point charges in related 𝑁 space partition areas by 
 

𝜌(𝑟) = ∫ 𝜌(𝑠)𝛿(𝑟 − 𝑠)𝑑3𝑠 = ∑ ∫ 𝜌(𝑠)𝛿(𝑟 − 𝑠)𝑑3𝑠
∆𝑉𝑖

𝑁
𝑖=1 ≈ ∑ 𝑞𝑖𝛿(𝑟 − 𝑟𝑖)

𝑁
𝑖=1  (*). 

 

Then, the electric field (which is also called the electric field-force) 𝐸⃗⃗(𝑟) defined by 
 

𝐸⃗⃗(𝑟) ≔ ∫ 𝜌(𝑠)
𝑟−𝑠

|𝑟−𝑠|3 𝑑3𝑠  

 
describes the relationship between an arbitrary charge density 𝜌 and the electric field (**). 
 
A charged particle with charge 𝑞 in an electric field is governed by 𝑁 particles with charges 𝑞𝑖 
experiences a „field force“ in the form 
 

                                            𝐹⃗𝑁(𝑟) = ∑ 𝑞𝑞𝑖
𝑟−𝑟𝑖

|𝑟−𝑟𝑖|3
𝑁
𝑖=1 = 𝑞𝐸⃗⃗𝑁(𝑟)       (resp. 𝐹⃗(𝑟) = 𝑞𝐸⃗⃗(𝑟)) 

 
The physical modelling assumption is that the considered charge 𝑞 are that small, that its size is not 

influenced by the charges of the electric field and its underlying charges 𝑞𝑖 over time. 
 
The force density of a given distribution of charges are defined by 
 

                                                 𝑓𝑁(𝑟) =
∆𝐹⃗𝑁(𝑟)

∆𝑉
=

∆𝑞

∆𝑉
𝐸⃗⃗𝑁(𝑟)            (resp. 𝑓(𝑟) = 𝜌(𝑟)𝐸⃗⃗(𝑟)) 

 
where ∆𝑉 denotes the volume element at 𝑟 and ∆𝑞 denotes the related charge of that volume element.  
 
 
 
 
 
 
 
 
 
 
 
 
(*) this is because of   ∑ ∫ 𝜌(𝑠)𝛿(𝑟 − 𝑠)𝑑3𝑠

∆𝑉𝑖
≈𝑁

𝑖=1 ∑ [∫ 𝜌(𝑠)𝑑3𝑠
∆𝑉𝑖

]𝑁
𝑖=1 𝛿(𝑟 − 𝑠) = ∑ 𝑞𝑖𝛿(𝑟 − 𝑟𝑖)

𝑁
𝑖=1 . 

(**) this is because of 
 

𝐸⃗⃗(𝑟) = ∑ 𝑞𝑖
𝑁
𝑖=1

𝑟−𝑟𝑖

|𝑟−𝑟𝑖|3
= ∑ [∫ 𝜌(𝑠)𝑑3𝑠

∆𝑉𝑖
]

𝑟−𝑟𝑖

|𝑟−𝑟𝑖|3
𝑁
𝑖=1 = ∑ [∫ 𝑑3𝑠

∆𝑉𝑖
] ∆𝑉𝑖𝜌(𝑟⃗̅)

𝑟−𝑟𝑖

|𝑟−𝑟𝑖|3
≈ ∫ 𝜌(𝑠)

𝑟−𝑠

|𝑟−𝑠|3
𝑑3𝑠𝑁

𝑖=1 ). 
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The potential energy of a continuous charge distribution in its own field 
(FlT)  

 

The amount of work to be performed to move a point charge in the field 𝐸⃗⃗(𝑟) from 𝑟1 to 𝑟2 is given by 
the scalar potential difference 
 

𝑊1,2 = 𝑞(𝛷(𝑟1) − 𝛷(𝑟2)). 

 
This potential difference is called the „voltage“. The „work“ is the product of „charge“ and „voltage. As 
the field is assumed to be rotation free the work does not depend from the path between 𝑟1 and 𝑟2. The 
work has the dimension of an energy. The term 
 

(*)  𝑊(𝑟) = 𝑞𝛷(𝑟) 
 
is called the potential energy of a charge 𝑞 in an electric field, whereby the charge 𝑞 does not 
contribute to the potential 𝛷 governed by 𝑁 particles with charges 𝑞𝑖. 
 
As a generalization of this case  a charge distribution 𝜌(𝑟) within an external field 𝛷𝑒𝑥𝑡 can be 
considered, where there is no contribution of 𝜌(𝑟) to that field. Then, every charge element 𝑑𝑞 =
𝜌(𝑟⃗)𝑑3𝑟⃗ contributes according to formula (*). The summation over all charged elements then gives 
 

𝑊 = ∫ 𝛷𝑒𝑥𝑡(𝑟)𝜌(𝑟)𝑑3𝑟. 
 

In order to determine the electrostatic energy of 𝑁 particles with charges 𝑞𝑖 one considers 𝑖 − 1 point 

charges 𝑞𝑗, which rest at 𝑟⃗𝑖 (𝑗 = 1, … (𝑖 − 1)). Then, the potential energy of another point charge 𝑞𝑖 in 

the field of the given charges 𝑞𝑗 is given by 

 

𝑊𝑖(𝑟𝑖) = 𝑞
𝑖
∑

𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑖−1
𝑗=1  . 

 
Then, the potential energy of a system with 𝑁 point charges is given by 
 

(*)  𝑊 = ∑ 𝑊𝑖(𝑟𝑖)
𝑁
𝑖=2 = ∑ 𝑞

𝑖
∑

𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑖−1
𝑗=1

𝑁
𝑖=2 =

1

2
∑

𝑞𝑖𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑁
𝑖,𝑗=1
𝑖≠𝑗

. 

 

In order to derive a continuous charge distribution 𝜌(𝑟) the distribution is replaced by 𝑁 discrete 
charges  ∆𝑞

𝑖
= 𝜌(𝑟𝑖)∆𝑉𝑖. In case  𝜌 is continuous, then for 𝑁 → ∞ and ∆𝑉𝑖 → 0 this lead to  

 

𝑊 =
1

2
∫

𝜌(𝑟)𝜌(𝑠)

|𝑟−𝑠|
𝑑3𝑠 𝑑3𝑟. 

 
The limit process is only applicable in case of 𝑟 ≠ 𝑠; this corresponds to 𝑖 ≠ 𝑗  
 

(*)  𝑊 = ∑ 𝑊𝑖(𝑟𝑖)
𝑁
𝑖=2 = ∑ 𝑞

𝑖
∑

𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑖−1
𝑗=1

𝑁
𝑖=2 =

1

2
∑

𝑞𝑖𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑁
𝑖,𝑗=1
𝑖≠𝑗

. 

 

In case the charge distribution is continuous the case 𝑟 = 𝑠 contributes only a negligible energy 
contribution.  
 
Note: The „continuity“ requirement for 𝜌(𝑟) cannot be omitted. A charge density of point charges in the 
form 𝜌 = ∑ 𝑞𝑖𝛿(𝑟 − 𝑟𝑖) would lead to an infinite energy of the point charges in their own field (*).  
 
(*) The self-energy case (the case 𝑟 = 𝑠) of a continuous charge distribution 𝜌(𝑟) can be approximately considered by the finite 
energy of the (approximation) model of a homogeneously charged ball with radius 𝑟 → 0: 
 

𝑊 =
1

2
∫ 𝛷(𝑟)𝜌(𝑟) 𝑑3𝑟. 

 

In this case, the potential 𝛷(𝑟) is generated by 𝜌(𝑟) = ∆𝛷(𝑟). It results into the „work“ 
 

𝑊 = −
1

2

1

4𝜋
∫ 𝛷(𝑟)∆𝛷(𝑟) 𝑑3𝑟 =

1

8𝜋
∫|𝐸⃗⃗(𝑟)|

2
 𝑑3𝑟. 

 

In other words, an approximating self-energy density of a continuous charge distribution in its own field is given by 
 

𝑤(𝑟) ≔ |𝐸⃗⃗(𝑟)|
2
. 

We also note the (Helmholtz) formula (∆ + 𝑘2)(
𝑒±𝑖𝑘(𝑟⃗⃗⃗−𝑠⃗⃗)

|𝑟⃗⃗−𝑠⃗⃗|
) = −4𝜋𝑚𝛿(𝑟 − 𝑠). 
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The Calderón-Zygmund (integrodifferential) operator 

(EsG) 
 
 

The above limit process is only applicable in case of 𝑟 ≠ 𝑠; this corresponds to 𝑖 ≠ 𝑗 in the formula 
 

𝑊 = ∑ 𝑊𝑖(𝑟𝑖)
𝑁
𝑖=2 = ∑ 𝑞

𝑖
∑

𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑖−1
𝑗=1

𝑁
𝑖=2 =

1

2
∑

𝑞𝑖𝑞𝑗

|𝑟𝑖−𝑟𝑗|

𝑁
𝑖,𝑗=1
𝑖≠𝑗

. 

 

The Calderón-Zygmund (integrodifferential) operator 𝛬 is a pseudodifferential operator with symbol 

|𝜉|1. It provides an appropriate alternative tool to adress this kind of modelling requirement. In (BrK8) 

an alternative Schrödinger momentum differential operator is proposed, which is identical to this 

pseudodifferential operator. Its integrodifferential representation is given by 

 

(𝛬𝑢)(𝑥) = −(∆𝛬−1)𝑢(𝑥) = −
𝛤(

𝑛−1

2
)

2𝜋
𝑛+1

2

𝑝. 𝑣. ∫
𝛥𝑦𝑢(𝑦)

|𝑥−𝑦|𝑛−1 𝑑𝑦
∞

−∞
. 

 
The related pseudo-differential operator with symbol |𝜉|−1 is defined by, (EsG) (3.15‘), (3.17‘), 
 

𝛬−1𝑢 =
𝛤(

𝑛−1

2
)

2𝜋
𝑛+1

2

∫
𝑢(𝑦)𝑑𝑦

|𝑥−𝑦|𝑛−1

∞

−∞
 ,   𝑛 ≥ 2. 

 
An alternative representation of the operator 𝛬 is given by, (EsG) (3.35), 
 

(𝛬𝑢)(𝑥) = (∑ 𝑅𝑘𝐷𝑘𝑢)(𝑥) =𝑛
𝑘=1 ∑

𝛤(
𝑛+1

2
)

𝜋
𝑛+1

2

𝑝. 𝑣. ∫ ∑
𝑥𝑘−𝑦𝑘

|𝑥−𝑦|𝑛+1

𝜕𝑢(𝑦)

𝜕𝑦𝑘
𝑑𝑦𝑛

𝑘=1
∞

−∞
𝑛
𝑘=1  . 

 
where describes singular integral (Riesz) operators 𝑅𝑘  
 

𝑅𝑘𝑢: = −𝑖
𝛤(

𝑛+1

2
)

𝜋
𝑛+1

2

𝑝. 𝑣. ∫
𝑥𝑘−𝑦𝑘

|𝑥−𝑦|𝑛+1 𝑢(𝑦)𝑑𝑦
∞

−∞
.  
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The lifespan of atomic states 

(FlT) 
 
 

In Bohr‘s atomic model an electron with a certain mass and charge −𝑒 circles a proton with a certain 
mass and charge 𝑒, whereby the angular momentum is a multiple of the Planck constant. The balance 
of power and the angular momentum quantification (where the reduced mass has been approximated 

by 𝑚𝑒, because of 𝑚𝑝 ≫ 𝑚𝑒) is given by, (ℎ̃ ≔
ℎ

2𝜋
) 

 
𝑚𝑒𝑣2

r
=

𝑒2

𝑟2    , 𝑚𝑒𝑣𝑟 = 𝑛, 𝑛 ∈ 𝑁. 

 
For 𝑛 = 1 one gets the Bohr radius 𝛼𝐵 and the fine structure constant 𝛼 in the form 
 

𝑟: = 𝛼𝐵: =
ℎ̃2

𝑚𝑒𝑒2 ,  𝑣 ≔ 𝑣𝑎𝑡: =
𝑒2

ℎ̃
=

𝑒2

ℎ̃𝑐
𝑐 = 𝛼𝑐. 

 
It follows that the rotation frequency of an atom is given by 
 

𝜔𝑎𝑡: =
𝑣𝑎𝑡

𝛼𝐵
=

𝑚𝑒𝑒4

ℎ̃3  ~ 4 ∙ 1016 1

𝑠𝑒𝑐
. 

 
An excited atomic state (𝑛 ≥ 2) goes into another lower state by radition of an photon. It there has a 
finite lifespan. This lifespan 𝜏 is determined by the time, to release the required energy during the 

circular motion 𝑃 =
2

3

𝑒2

𝛼𝐵
𝛼3𝜔𝑎𝑡, i.e. 

𝜏 ~ 
𝐸𝑎𝑡

𝑃
≈  

1

𝛼3

1

𝜔𝑎𝑡
 . 

 
 

The paramount role of the proton in fundamental physics 
(UnA2) chapter 6 

 
 

Planck’s constant ℎ is approximately equal to the product of the speed of light, the mass 𝑚𝑝 of the 

proton and its radius 𝑟𝑝 

ℎ ~ 
𝜋

2
𝑚𝑝𝑟𝑝 . 

 

The formula ℎ =  
𝜋

2
𝑚𝑝𝑟𝑝  is even valid within the current measuring limits of about one percent (!). Of 

course, this formula displays the definition of the Compton wavelength 
 

𝜆𝐶 =
ℎ

𝑐𝑚𝑝
 . 

 
However, according to current wisdom, the wavelength 𝜆𝐶 calculated from the mass alone does not 
reflect the actual size of a particle. … Accordingly, the proton is not given a prominent role among 
elementary particles. In reality, however, it is the only particle in the universe, that is massive and 
stable at the same time. The fact that its Compton wavelength approximately matches its real 
extension measured by experiments is a clear indication of the paramount role of the proton in 
fundamental physics. …. Since the formula contains fundamental constants of nature only, it would be 
important to derive it from a theory. 
 
Dirac’s observation regarding the size and mass of of particles in the universe is 
 

𝑀𝑈

𝑚𝑝
 ~ 

𝑅𝑈
2

𝑟𝑝
2 . 

 
… without Dirac’s conjecture, there cannot be no further progress at all in understanding elementrary 
particles. A thorought understanding would require a calculation of their masses, which is literally 
unthinkable in the current paradigm, because the (available nature) constants … cannot be combined 
in a way that the unit of a mass, kg, emerges. … Dirac’s observed large numbers would automatically 
appear, a consequence of the fact that the very nature of mass can only be understood 
cosmologically, as E. Mach had suspected. 
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Atomic nucleus, proton & neutron, carrying charges, and all that 
(MaA) 

 
 

All experiments so far have shown that electric charge in nature comes in units of one magnitude only. 
The magnitude is denoted by 𝑒 and is called the electric charge since this magnitude was first 
measured in connection with the electron. This value is given by 
 

𝑒 = (1.6021892 ± 0.0000046) × 10−19 Coulombs. 
 

All charges in nature occur in interal multiplies of this basic unit and present evidence indicates that all 
charged elementary particles carry the same magnitude of charge. This occurence of charges in 
discrete units is called charge quantization. Proton and neutrons which are the constituents of atomic 
nuclei carry charges +𝑒 and 0 respectively. The atomic number 𝑍 of an element indicates the number 
of protons in its nucleus which therefore carries a total charge +𝑍𝑒. This is balanced by the total 
charge of the 𝑍 electrons forming the atomic shells. The atom as a whole is electrically neutral when 
all its orbital electrons are present. The numerical equality of electron and positron charge has been 

established to an accuracy of one part in 1020. 
 
It is found tat in all intractions in natue, the total charge of an isolated system remains constant for all 
times. This is known as the law of conservation of charge. By isolated system, we mean here a system 
through the boundary of which no charge in allowed to escape or enter. This does not require that the 
amounts of positive and negative charges are separately conserved; only their algebraic sum is. This 
means that simultaneous creation or annihilation of pairs of equal and opposite charges is allowed. 
This means in fact, observed in the following process: 
 

Pair production:    2𝛾  (𝑡𝑤𝑜 𝛾 𝑟𝑎𝑦𝑠)    →    𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 (𝑒+)  +  𝑝𝑜𝑠𝑖𝑡𝑟𝑜𝑛 (𝑒−). 
 

The above process can take place only in the presence of matter (e.g. an atom or a nucleus) which 
absorbs appropriate amounts of linear momentum and energy to satisfy the conservation laws. 
Electron and positron form a particle-antiparticle pair. They have identical rest masses. Their charges 
are equal in magnitude but opposite in sing. In addition, we have the inverse reaction. 
 

Mutual annihilation:  𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 (𝑒+)  +  𝑝𝑜𝑠𝑖𝑡𝑟𝑜𝑛 (𝑒−)   →  2𝛾  (𝑡𝑤𝑜 𝛾 𝑟𝑎𝑦𝑠). 
 

In addition to the above processes of particle-antiparticle pair creation and annihilation we have 
radioactive decay processes in which total charge is always conserved.  
 
As an example consider the decay of 𝑈92

238  

 

𝑈92
238   →    𝑇ℎ90

234 +  𝐻𝑒2
4 . 

 
The number on the lower left side denotes the atomic number 𝑍 of the element. It is also the same as 
the number of protons in its nucleus. The upper number denotes the number of protons and neutrons 
(i.e. 𝑍 + 𝑁) in the nucleus. In the above equation to the total charge on each side is identical (+92𝑒) as 
required by the conservation law for electric charge. 

 
 

The two most important nuclear reactions between 𝑼𝟐𝟑𝟓 and neutrons 
(WeA) p. 1: 

 
𝑈235 + 𝑛𝑒𝑢𝑡𝑟𝑜𝑛 →  2 𝑓𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑠 + 𝜈 𝑛𝑒𝑢𝑡𝑟𝑜𝑛𝑠 + 𝛽 𝑎𝑛𝑑 𝛾 𝑟𝑎𝑦𝑠 + 𝑒𝑛𝑒𝑟𝑔𝑦 

 

𝑈235 + 𝑛𝑒𝑢𝑡𝑟𝑜𝑛 →  𝑈236 + 𝛾 𝑟𝑎𝑦𝑠 (𝑝ℎ𝑜𝑡𝑜𝑛𝑠) 
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The lifespan of atomic states 

(FlT) 
 
 

In Bohr‘s atomic model an electron with a certain mass and charge −𝑒 circles a proton with a certain 
mass and charge 𝑒, whereby the angular momentum is a multiple of the Planck constant. The balance 
of power and the angular momentum quantification (where the reduced mass has been approximated 

by 𝑚𝑒, because of 𝑚𝑝 ≫ 𝑚𝑒) is given by, (ℎ̃ ≔
ℎ

2𝜋
) 

 
𝑚𝑒𝑣2

r
=

𝑒2

𝑟2    , 𝑚𝑒𝑣𝑟 = 𝑛, 𝑛 ∈ 𝑁. 

 
For 𝑛 = 1 one gets the Bohr radius 𝛼𝐵 and the fine structure constant 𝛼 in the form 
 

𝑟: = 𝛼𝐵: =
ℎ̃2

𝑚𝑒𝑒2 ,  𝑣 ≔ 𝑣𝑎𝑡: =
𝑒2

ℎ̃
=

𝑒2

ℎ̃𝑐
𝑐 = 𝛼𝑐. 

 
It follows that the rotation frequency of an atom is given by 
 

𝜔𝑎𝑡: =
𝑣𝑎𝑡

𝛼𝐵
=

𝑚𝑒𝑒4

ℎ̃3  ~ 4 ∙ 1016 1

𝑠𝑒𝑐
. 

 
An excited atomic state (𝑛 ≥ 2) goes into another lower state by radition of an photon. It there has a 
finite lifespan. This lifespan 𝜏 is determined by the time, to release the required energy during the 

circular motion 𝑃 =
2

3

𝑒2

𝛼𝐵
𝛼3𝜔𝑎𝑡, i.e. 

 

𝜏 ~ 
𝐸𝑎𝑡

𝑃
≈  

1

𝛼3

1

𝜔𝑎𝑡
 . 
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Some facts from nuclear theory 
(BeH) 

 
 

(BeH) I: Each atomic nucleus has a charge 𝑍𝑒, a mass 𝑀, and a mass number 𝐴. 𝑍𝑒 is an integral 
multiple of the charge 𝑒 of the proton. 𝑀 is very close to an integral multiple of the proton mass. The 
integer 𝐴 which gives the multiple closest to 𝑀 is the mass number. 
 
(BeH) VII: The neutron is observed to change spontaneously into a proton, an electron, and a 
neutrino. This process is so rare that we can often ignore it. Neutron decay takes on the average some 
thousand seconds for a free neutron, whereas within a nucleus the characteristic time between 
nucleon-nucleon collisions is only 10−21 second. … But since 1947 it has been known that there is 
another class of particles, called 𝜋-mesons, which are capable of strong interaction with nucleons and 
nuclei. They can emitted, absorbed, scattered. When free, they have an independent existence, long 
compared to the nuclear collision time, and their intrinsic properties are open to measurement. Their 
role as transient constituents of nuclei has been theoretically indicated for a long time; it is still by no 
means clear… Three varieties of 𝜋-mesons (with spin zero) are known, classified by their electric 
charge as positive, negative, and neutral. … The difference in mass between 𝜋+ and 𝜋− is probably 
not significant. 
 

Decay: 𝜋±   →   {
𝜋± + 𝑛𝑒𝑢𝑡𝑟𝑖𝑛𝑜                  100%
𝛽± + 𝑛𝑒𝑢𝑡𝑟𝑖𝑛𝑜     ≤ 1/2 ∙ 10−4 

 

Decay: 𝜋0   → {

       2𝛾  ~ 99%

𝛾 + 𝛽+ + 𝛽− ~ 0.8 ± 0.2%

 𝛽+ + 𝛽−  ~             ?

  . 

 

The total annihilation of nucleons (protons) has been recently observed. This can occur when an „anti-
proton“ ( 𝑍 = −1, 𝐴 = +1) meets a proton ( 𝑍 = +1, 𝐴 = +1). „Anti-neutrons“ (particles with  ( 𝑍 = 0, 𝐴 =

+1), but capable of combining with and annihilating an ordinary neutron, of the same 𝑍 and  𝐴) 
presumably also exist, but have not yet been observed. 
 
The word „neutrino“ has been used to represent any assumed product of decay which has half-integer 
spin, no charge, aand neglegible mass. Whether these particles are all identical with neutrinos of  𝛽-
decay is so far conjecture. 
 
(BeH) VIII, PROTON, „The Dirac theory of the electron predicts that magnetic moment of an electron 

is exactly 1 Bohr (electron) magneton, −|𝑒| ∙
ℎ

2𝜋

2

𝑚∙𝑐
. This quantity can be measured with high precision 

and turns out not to be exactly unity but actually 1 +
2𝜋

137
. Even this small discrepancy from simple Dirac 

theory can be calculated with high accuracy from the quantum theory of radiation, agreeing with the 
experimental value to within the small error, a few parts per hundred thousands. If the proton, a 
spin (1/2) particle with unit charge, obeyed the Dirac equation as precisely as does the electron, it 
should have a magnetic moment very near 1 nuclear magneton. This wide disagreement with the facts 
is demonstration that the simplified notion of a structureless and well-defined individueal particle does 
not apply to bucleons so well as it does to the electron. Meson theory in its simplest form accounts for 
the additional moment as the effect of the current of transient mesons near the proton, and of the 
motion of the proton with the meson emission and reabsorption causes, but Dirac moment for the 
electron is calculated on the very same basis; the transient presence of photons, rather than mesons, 
and hence a small additional moment. The agreement is excellent for the electron, where the whole 
correction effect is only a part in one thousand. But no analogous theory has been found which can 
account quantitatively for dominating effect in case of the proton.“ 
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Emmision of electron from nucleus in 𝛃-decay 
(BoD), p. 508 

 
 

In the process of 𝛽 -decay, an electron is emitted from the nucleus with a speed that is, in most cases, 
close to that of light. The electron leaves in a time of the order 𝑟/𝑐, where r is the atomic radius. On 
the other hand, the periods of the electrons in the atom are of the order of 2𝜋 ∙ (𝑟/𝑣), which is usually at 
least 100 times as great (v is the speed atomic electrons). This means that for all practical purposes 
one can say that the nuclear charge is suddenly increased from 𝑍 to 𝑍 + 1. At the moment that this 
charge has occured, the electronic wave function, 𝑢𝑛(𝑥), is that appropriate to a stationary state of an 
atom of charge Z. 
 
In the new atom of charge 𝑍 + 1, this wave function no longer corresponds to a stationary state, but 
must be expanded in terms of the stationary-state wave function for the new charge, 𝑍 + 1, as shown 
in  

𝜓 = 𝑢𝑛(𝑥) = ∑ 𝐶𝑚𝑛𝑣𝑚(𝑥)𝑚  . 
 
This means that there will be a certain probability that the atom will be left in an excited state of the 
new atom as a result of the suddenness of the process of 𝛽-decay. This excitation can be detected by 
the subsequent emission of radiation, which is usually in the 𝑥 ray region. 
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The Mie theory 
 
 

A more general theory of electrodynamics has been proposed by Mie, by which it seems possible to 
derive the matter from the field. 
 

(WeH) p. 171: „On the basis of rather convincing general considerations, G. Mie pointed out a way of 
modifying the Maxwell equations in such a manner that they might possibly solve the problem of matter, by 
explaining why the field possesses a granular structure and why the knots of energy remain intact in spite of 
the back-and-forth flux of energy and momentum“. 
 

The requirement leading to the Mie equations is that the mechanical law must follow from the field 
equations. Therefore, the Mie equation is fully analogous to that of the fundamental law of mechanics. 
In the static case that is, the electric force is counterbalanced in the ether by the concept of an „electric 
pressure“. It is the essential differentiator to the Lorentz equations, where there is no law that 
determines how the potentials depend on the phase-quantities of the field and on the electricity; there 
is only a formula giving the density of the mechanical (ponderomotorische) force and the law of 
mechanics, which governs the motion of electrons under the influence of this force. 
 
Mie’s theory resolves the problem of matter into a determination of the expression of the Hamiltonian 
function in terms of four quantities and the laws for the field may be summarised in a Hamilton’s 
principle. 
 
(WeH1): "G. Mie in 1912 pointed out a way of modifying the Maxwell equations in such a manner that 
they might possibly solve the problem of matter, by explaining why the field possesses a granular 
structure and why the knots of energy remain intact in spite of the back-and-forth flux of energy and 
momentum. The Maxwell equations will not do because they imply that negative charges compressed 
in an electron explode; … The preservation of the energy knots must result from the fact that the 
modified field laws admit only of one state of field equilibrium … The field laws should thus permit us 
to compute in advance charges and mass of the electron and the atomic weights of the various 
chemical elements in existence. And the same fact, rather than contrast of substance and field, would 
be the reason why we may decompose the energy or inert mass of a compound body (approximately) 
into the non-resolvable energy of its last elementary constituents and the resolvable energy of their 
mutual bond.  ….  At a certain stage of the development it did not seem preposterous to hope that all 
physical phnomena could be reduced to a simple universal field law (in the form of a Hamiltonian 
principle)." 
 
In mechanics, a definite function of action corresponds to every given mechanical system and has to 
be deduced from the constitution of the system. Mie’s theory is only concerned with a single system, 
the world. This is were the real problem of matter takes its beginning: to determine the Mie „world-
function of action“, belonging to the physical world.  
 
The proposed gravity and quantum field model is basically an enhanced Mie electrodynamic 
overcoming the above difficulty which is basically caused by a missing truly geometric structure of the 
underling manifolds w/o any conceptual relationship to all possible mathematical solution of the Mie 
equations. Therefore, the enhancement is concerned with a replacement of the manifold framework by 
a Hilbert space, where its inner product induces a corresponding norm and where an existing 
hermitian operator induces a corresponding energy norm, governing for example the least action or 
least energy formalisms. 
 
The common baseline with the proposed NSE solution in line with the proposed YME solution is 
related to the physical notion "pressure", which has the same unit of measure than a "potential 
difference". The common additional conceptual new element is the fact that a "potential difference" 
becomes now an intrinsic element of the corresponding PDE systems governed by the closed 
"potential energy" ("ground state", "internal energy") sub-space. 
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Global boundedness of the 3D-Navier-Stokes equations  
in a variational 𝑯−𝟏/𝟐 based Hilbert space framework 

(BrK9) 
 
 

It turned out that based on the physical modelling assumption of a 𝐻−1/2 Hilbert space of fluid element 

the 3D NSE guarantees global solutions, (BrK9). 
 
Putting 
 

𝐵(𝑢): = 𝑃(𝑢, 𝑔𝑟𝑎𝑑)𝑢) 
 
in the NSE and assuming 𝑃𝑢0 = 𝑢0, the NSE initial-boundary equation is given by 
 

𝑑𝑢

𝑑𝑡
+ 𝐴𝑢 + 𝐵𝑢 = 𝑃𝑓 , 𝑢(0) = 𝑢0. 

 
Multiplying this homogeneous equation with 𝐴−1/2𝑢 leads to 
 

(𝑢̇, 𝑢)𝛼 + (𝐴𝑢, 𝑢)α + (𝐵𝑢, 𝑢)α = 0, (𝑢(0), 𝑣)𝛼 = (𝑢0, 𝑣)𝛼 for all  𝑣 ∈ 𝐻−1/2 

 
We note that the the pressure 𝑝 in the variational representation 
 
                             (𝐴𝑢, 𝑣)

−
1

2

≔ (𝛻𝑢, 𝛻𝑣)
−

1

2

+ (𝛻𝑝, 𝑣)
−

1

2

= (𝑢, 𝑣)1

2

+ (𝑝, 𝑣)0       for all  𝑣 ∈ 𝐻−1/2 

 
                                                         (𝑢(0), 𝑣)−1/2 = (𝑢0, 𝑣)−1/2                                                    

. 
 

can be expressed in terms of the velocity by the formula       
 

𝑝 = − ∑ 𝑅𝑗𝑅𝑘(𝑢𝑗𝑢𝑘)3
𝑗,𝑘=1   

 
with (𝑅1, 𝑅2, 𝑅3) is the Riesz transform.  
 

In case of α = −1/2 one gets from the Sobolevskii-estimates (see (GiY) lemma 3.2), the corresponding 
generalized “energy” inequality in the form 
 

1

2

𝑑

𝑑𝑡
‖𝑢‖−1/2

2 + ‖𝑢‖1/2
2 ≤ |(𝐵𝑢, 𝑢)−1/2| ≤ ‖𝑢‖−1/2‖𝐵𝑢‖−1/2 ≅ ‖𝑢‖−1/2‖𝐴−1/4𝐵𝑢‖

0
. 

 

Putting  𝑦(𝑡): = ‖𝑢‖−1/2
2  one gets 𝑦′(𝑡) ≤ 𝑐 ⋅ ‖𝑢‖1

2 ⋅ 𝑦1/2(𝑡), resulting into the a priori estimate 

 

‖𝑢(𝑡)‖−1/2 ≤ ‖𝑢(0)‖−1/2 + ∫ ‖𝑢‖1
2(𝑠)𝑑𝑠

𝑡

0
≤ 𝑐{‖𝑢0‖−1/2 + ‖𝑢0‖0

2}, 

 
which ensures global boundedness by the a priori energy estimate provided that 𝑢0 ∈ 𝐻0. 

 
Lemma (GiY):  For  0 ≤ 𝛿 < 1/2 + 𝑛 ⋅ (1 − 1/𝑝)/2 it holds 
 

|𝐴−𝛿𝑃(𝑢, 𝑔𝑟𝑎𝑑)𝑣|
𝑝

≤ 𝑀 ⋅ |𝐴𝜃𝑢|
𝑝

⋅ |𝐴𝜌𝑢|𝑝 

 
with a constant 𝑀: = 𝑀(𝛿, 𝜃, 𝜌, 𝑝) if 𝛿 + 𝜃 + 𝜌 ≥ 𝑛/2𝑝 + 1/2, 𝜃, 𝜌 > 0, 𝜃 + 𝜌 > 1/2.  Putting 𝑝: = 2 

, 𝛿: = 1/4 ,𝜃: = 𝜌: = 1/2 fulfilling 𝜃 + 𝜌 ≥
1

4
(𝑛 + 1) = 1 it follows 

 

‖𝐴−𝛿𝑃(𝑢, 𝑔𝑟𝑎𝑑)𝑢‖ ≤ 𝑐‖𝐴𝜃𝑢‖ ⋅ ‖𝐴𝜌𝑢‖ = 𝑐‖𝑢‖2𝜃 ⋅ ‖𝑢‖2𝜌 = 𝑐‖𝑢‖1
2 

 
resp.                
 

1

2

𝑑

𝑑𝑡
‖𝑢‖−1/2

2 + ‖𝑢‖1/2
2 ≤ |(𝐵𝑢, 𝑢)−1/2| ≤ 𝑐 ⋅ ‖𝑢‖−1/2‖𝑢‖1

2. 
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The d’Alembert “paradox” 
 
 

The d’Alembert “paradox” is not about a real paradox but it is about the failure of the Euler equation 
(the model of an ideal incompressible fluid) as a model for fluid-solid interaction.  
 

The difficulty with ideal fluids and the source of the d’Alembert paradox is that in incompressible fluids 

there are no frictional forces. Two neighboring portions of an ideal fluid can move at different velocities 
without rubbing on each other, provided they are separated by streamline. It is clear, that such a 
phenomenon can never occur in a real fluid, and the question is how frictional forces can be 
introduced into a model of a fluid. 
 
The mathematical requirements to define boundary layers and corresponding potentials are very much 
depending by the definition and regularity requirements of the normal derivative. It is perpendicular to 
the boundary itself and therefore requires regularity assumptions, affecting "points" outside of the 
domain w/o any physical meaning. J. Plemelj’s alternative “flux” concept. (PlJ), provides the proper 
tool for the proposed Krein space based mathematical framework, as it does not require “ideal” 
boundary layer assumptions.  
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Plasma 
 
 

Plasma is an inonized gas consisting of approximately equal numbers of positively charged ions and 
negatively charged electrons. One of the key differentiator to neutral gas is the fact that its electrically 
charged particles are strongly influenced by electric and magnetic fields, while neutral gas is not.  
 
(ChF) 8.8: "When an electron plasma wave goes nonlinear, the dominant new effect is that the 
ponderomotive force of the plasma waves causes the background plasma to move away, causing a 
local depression in density called caviton. Plasma waves trapped in this cavity then form an isolated 
structure called envelope soliton or envelope solitary wave. Considering the difference in both the 
physical model and the mathematical form of the governing equations, it is surprising that solitons and 
evelopes solitons have almost the same shape". 
 
(CaF) p. 390 ff.: "The turbulence of plasma differs from the hydrodynamic turbulence by the action of 
the magnetic field. A more relevant difference is due to the hydrodynamic interaction between the 
plasma particles, the interaction with the magnetic fields, and the interaction between the 
electromagnetic waves. ... All of them are the root cause of electromagnetic plasma turbulence. ... The 
case of interactions between quasi-stationary electromagnetic waves is called weak turbulence. ... The 
case of non-linear Landau damping (strong plasma turbulence) leads to the generation of virtual 
waves, which transfer their energy to the affected particles asymptotically with 1/t; the plasma is 
heated (turbulence heating) faster than this may happen by purely particles collisions". 
 
 

Fundamental processes of plasma 
 

Local depression in density 
 
There are two nonlinear equations that have been treated extensively in connection with nonlinear 
plasma waves: The Korteweg-de Vries equation and the nonlinear Schrödinger equation. Each 
concerns a different type of nonlinearity.  
 
When an ion acoustic wave gains large amplitude, then main nonlinear effect is wave steeping, …It is 
mathematically handled by the Korteweg-de Vries equation 
 
(ChF) p. 330 f. :"When an electron plasma wave goes nonlinear, the dominant new effect is that the 
ponderomotive force of the plasma waves causes the background plasma to move away, causing a 
local depression in density called caviton. Plasma waves trapped in this cavity then form an isolated 
structure called envelope soliton or envelope solitary wave. Considering the difference in both the 
physical model and the mathematical form of the governing equations, it is surprising that solitons and 
evelopes solitons have almost the same shape".  
 
(ChF) p. 336: „Plane waves of the non-linear Schrödinger equation in the form 
 

𝑖ℎ
𝜕𝜓

𝜕𝑡
+ 𝑝

𝜕2𝜓

𝜕𝑥2 − 𝑞|𝜓|2𝜓 = 0  

 
are modulationally unstable if 𝑝𝑞 > 0; that is, a ripple on the envelope of the wave will tend to grow. 
For plasma waves, it is easily to see how the ponderomotive force can cause a modulational 
instability. The ponderomotive force moves both electrons and ions toward the intensity minima, 
forming a ripple in the plasma density. Plasma waves are trapped in regions of low density“.  
 
 

The turbulence of plasma 
 

(TsV) p. 4.: „Plasma is that state of matter in which the atoms or molecules are found in an ionized 
state. The interactions of electrons and ions are determined by long-range electrical forces. The many 
forms of collective motion in a plasma are the result of coupling the charged-particle motion to the 
electromagnetic field. Therefore, the electromagnetic field which accompanies the particle motion is 
also a random nonreproducible quantity in a turbulent plasma. Measurements have shown that the 
fields excited in a plasma during the development of turbulence do in fact have a random nature.“ 
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Charge neutrality and Landau damping 
(MiK) p. 1 ff. 

 

One of the fundamental property of plasma is the shielding of the electric potential applied to the 
plasma. When a probe is inserted into a plasma and positive (negative) potential is applied, the probe 
attracts (repulses) electrons and the plasma tends to shield the electric disturbance. 
 
The other fundamental process of plasma is collective phenomena of charged particles. Waves are 
associated with coherent motions of charged particles. When the phase velocity 𝑣𝑝ℎ of wave or 

perturbation is much larger than the thermal velocity 𝑣𝑇 of charged particles, the wave propagates 
through the plasma media without damping or amplification. However when the refractive index 𝑁 of 
plasma media becomes large and plasma becomes hot, the phase velocity 𝑣𝑝ℎ = 𝑐/𝑁 (𝑐 is light 

velocity) of the wave and the thermal velocity 𝑣𝑇 become comparable (𝑣𝑝ℎ =
𝑐

𝑁
 ~ 𝑣𝑇), then the 

exchange of energy between the wave and the thermal energy of plasma is possible. The existence of 
a damping mechanism of wave was found by L. D. Landau. The process of Landau damping involves 
a direct wave-particle interaction in collisionless plasma without necessity of randamizing collision. 
This process is fundamental mechanism in wave heatings of plasma (wave damping) and instabilities 
(inverse damping of perturbations). 

 
The Landau damping 

 
(DeR) p. 94: „The Landau damping property is complementary to the properties of electro-magnetic 
forces, which weaken themselves spontaneously over time w/o increase of entropy or friction. It 
involves coupling between single-particles and collective aspects of plasma behavior. ..this topic is 
related to one of the main unsolved questions in physics.“ ....  
 
Landau damping involves a flow of energy between single particles on the one hand side, and 
collective excitations of plasma on the other side". 
 
(BiJ): „The Landau damping phenomenon is about “wave damping w/o energy dissipation by collisions 
in plasma”, because electrons are faster or slower than the wave and a Maxwellian distribution has a 
higher number of slower than faster electrons as the wave. As a consequence, there are more 
particles taking energy from the wave than vice versa, while the wave is damped.“  

 
 

Nonlinear Landau damping 
 
 

When the amplitude of an electron or ion wave excited, say, by a grid is followed in space, it is often 
found that the decay is not expotential, as predicted by linear theory, if the amplitude is large. Instead, 
one typically finds that the amplitude decays, grows again, and then oscillates before settling down to 
a steady value. Although other effects may also be operative, these oscillations in amplitude are 
exactly what would be expected from the nonlinear effect of particle trapping. Trapping of a particle of 
velocity 𝑣 occurs when its energy in the wave frame is smaller than the wave potential, (ChF) p. 328. 
 
 

Analogs to Landau damping 
(ShF) p. 402 

 

The capability of stars to organize themselves in a stable arrangement 
 
(ShF) p. 402: "In its purest form, Landau damping represents a phase-space behavior peculiar to 
collisionless systems. Analogs to Landau damping exist, for example, in the interactions of stars in a 
galaxy at the Lindblad resonances of a spiral downsity wave. Such resonances in an inhomogeneous 
medium can produce wave absorption (in space rather than in time), which does not usually happen in 
fluid systems in the absence of dissipative forces (an exception in the behavior of corotation 
resonances for density waves in a gaseous medium)".  
 
In other words, the Landau damping phenomenon can be interpreted as the capability of stars to 
organize themselves in a stable arrangement. 
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Plasma field dynamics & MHD  
 
 

Nearly all of the matter in the universe consists of "plasma". The key differentiator between plasma to 
neutral gas or neutral fluid is the fact that its electrically positively and negatively charged kinematical 
particles are strongly influenced by electric and magnetic fields, while neutral gas is not (*). 
 
The Maxwell (fields) equations determine the electromagnetic field when the distribution of electric 
charges and currents is known. The laws which govern the currents and charges are unknown. It is 
known that electricity consists of elementary particles (electrons, positive nuclei), but from a theoretical 
point of view it is not understood. The energy factors which determine the distribution of electricity in 
particles of definite size and charge are unkonwn. If one could built upon Maxwell's equations at all, 
the energy tensor of the electromagnetic field is known only outside the charged particles (**). 
 
MHD is concerned with the motion of electrically conducting fluids in the presence of electric or 
magnetic fields. In MHD one does not consider velocity distributions. It is about notions like number 
density, flow velocity and pressure. 
 
The MHD equations are derived from continuum theory of non-polar fluids with three kinds of balance 
laws, (***): 
 

1. conservation of mass   
2. balance of angular momentum (Ampere law and Faraday law, Maxwell equations)    
3. balance of linear momentum. 

 
A MHD-based unified field model of „plasma matter“ needs to deal with a two-type kinematical 
(elementary) quantum element concept. 
 
 
 
 
 
 
 
 
 
 
 
 
(*) Similar to the notion „elementary particle“, there is no unique mathematical-physical definition of the notion „plasma particle“. The key 
differentiator between plasma to neutral gas or neutral fluid is the fact that its electrically positively and negatively charged kinematical particles 
are strongly influenced by electric and magnetic fields, while neutral gas is not. Conceptually, „plasma particles“ need to fulfill the following two 
pre-requisites, (CaF) p. 1: 
 

(1) there must be electromagnetic interactions between charged particles 
(2) the number of positively and negatively charged particles per considered volume element may be arbitrarily small oder arbitrarily 
large, but both numbers need to be approximately identical. The number of neutral particles (atomes or molecules) is irrelevant for the 
definition of a plasma. 
 

(**)  
(EiA1) p. 28, Energy Tensor of the Electromagnetic Field 
We therefore conclude from these considerations that the energy per unit volume has the character of a tensor. This has been proved directly only 
for an electromagnetic field, although we may claim universal validity for it. Maxwell's equations determine the electromagnetic field when the 
distribution of electric charges and currents is known. But we do not know the laws which govern the currents and charges. We do know, indeed, 
that electricity consists of elementary particles (electrons, positive nuclei), but from a theoretical point of view we cannot comprehend this. We do 
not know the energy factors which determine the distribution of electricity in particles of definite size and charge, and all attempts to complete the 
theory in this direction have failed. If then we can build upon Maxwell's equations at all, the energy tensor of the electromagnetic field is known 
only outside the charged particles (+). In these regions, outside of charged particles, the only regions in which we can believe that we have the 

complete expression for the energy tensor in the form 
𝜕𝑇𝜇,𝜈

𝜕𝑥𝜈
= 0. 

 

(+) It has been attempted to remedy this lack of knowledge by considering the charged particles as proper singularities. But in my opinion this means giving up a 
real understanding of the structure of matter. It seems to me much better to admit our present inability rather than to be satisfied by a solution that is only 
apparent. 

 

(EiA1) p. 29, Hydrodynamical Equations 
We know that matter is built up of electrically charged particles, but we do not know the laws which govern the constitution of these particles. In 
treating mechanical problems, we are therefore obliged to make use of an inexact description of matter, which corresponds to that of classical 

mechanics. 
 

(EiA1) p. 30, The Eulerian Equations for Perfect Fluids  
In order to get nearer to the behaviour of real matter we must add to the energy tensor a term which corresponds to the pressures. The 
simplest case is that of a perfect fluid in which the pressure is determined by a scalar 𝑝. 
 

(***) Regarding the balance laws 2. and 3. (angular and linear momentum) we quote from A. Einstein and H. A. Lorentz 
(EiA): (1): „It is only essential, that next to the observable objects there is another to be viewed as a real but not imperceptible object to accept the 
acceleration resp. the rotation as something real“, (2): „light speed is caused by the movements of bodies through the ether“. 
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The Vlasov equation 
 
 

Plasma is an ionized gas consisting of approximately equal numbers of positively charged ions and 
negatively charged electrons. One of the key differentiator to neutral gas is the fact that its electrically 
charged particles are strongly influenced by electric and magnetic fields, while neutral gas is not. The 
continuity equation of ideal magneto-hydrodynamics is given by, (DeR) (4.1) 
 

𝜕

𝜕𝑡
𝜌 + ∇ ∙ (𝜌𝒗) = 0 

 
with 𝜌 = 𝜌(𝑥, 𝑡) denoting the mass density of the fluid and 𝒗 denoting the bulk velocity of the 
macroscopic motion of the fluid. The corresponding microscopic kinetic description of plasma fluids 
leads to a continuity equation of a system of (plasma) “particles” in a phase space (𝒙, 𝒗) (where 𝜌(𝒙, 𝑡) 
is replaced by a function 𝑓(𝒙, 𝒗, 𝑡)) given by, (ChF) 7.2, (DeR), (5.1) 
 

𝜕

𝜕𝑡
𝑓 + 𝑣 ∙ ∇𝑥𝑓 +

𝑑𝑣

𝑑𝑡
∙ ∇𝑣𝑓 + 𝑓

𝜕

𝜕𝑣
∙

𝑑𝑣

𝑑𝑡
= 0 . 

 
In case of a Lorentz force the last term is zero, leading to the so-called collisions-less (kinetic) Vlasov 
equation, (ShF) (28.1.2).  
 
The Vlasov equation is built under the assumptions, that the plasma is sufficiently hot i.e. „plasma 
particle“ collisions can be neglected.  
 
The mathematical tool to distinguish between unperturbed cold and hot plasma is about the Debye 
length and Debye sphere (DeR). The corresponding interaction (Coulomb) potential of the non-linear 
Landau damping model is based on the (Poisson) potential equation with corresponding boundary 
conditions. 
 
The counterpart of the (collision-free) NSE non-linear critical term in the Vlasov equation is 
given by the non-linear term 𝐹[𝑓] ∙ 𝛻𝑣𝑓, whereby 
 

𝐹[𝑓](𝑡, 𝑥) ≔ − ∬ ∇𝑊(𝑥 − 𝑦)𝑓(𝑡, 𝑦, 𝑤)𝑑𝑤𝑑𝑦. 

 
It is built under the assumptions, that the plasma is sufficiently hot (i.e. „plasma particle“ collisions can 
be neglected) and, that the force 𝐹 is entirely electromagnetic. The combined system with the related 
Vlasov-Poisson model  

 

𝐹 = −∇𝑊, −∆𝑥𝑊 = 𝜌,   𝑊 =
1

4𝜋|𝑥|
∗𝑥 𝜌,    𝜌(𝑥, 𝑡) = ∫ 𝑓(𝑥, 𝑣, 𝑡)𝑑𝑣

𝑅𝑛  

 
is called the Vlasov-Poisson-Boltzmann (VPB) system. The extension of the VPB system, where the 

Vlasov force 𝐹 (or self-consistent force, or mean force …) is replaced by the Lorentz force determined 

by the electro-magnetic field created by the particles themselves, is described in (LiP1). 
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Landau damping and related norm estimates for the Fourier coefficients  
of the density of charges of the linearized Vlasov equation 

 
 

The linearized Vlasov equation is given by (𝑓 = 𝑓(𝑡, 𝑥, 𝑣) = 𝑓0(𝑣) + ℎ(𝑡, 𝑥, 𝑣)), 
 

𝜕ℎ

𝜕𝑡
+ 𝑣 ∙ ∇𝑥ℎ + 𝐹[𝑓] ∙ ∇𝑣𝑓0 = 0   

with 

𝐹[𝑓](𝑡, 𝑥) ≔ − ∬ ∇𝑊(𝑥 − 𝑦)𝑓(𝑡, 𝑦, 𝑤)𝑑𝑤𝑑𝑦, 

 
where 𝐹[𝑓](𝑡, 𝑥) is the force created at the time 𝑡 and the position 𝑥 by the interaction potential 𝑊 
and the mass distribution 𝑓. The combination with the Vlasov-Poisson potential equation in the 

form, (𝜌(𝑥, 𝑡): = ∫ 𝑓(𝑥, 𝑣, 𝑡)𝑑𝑣
𝑅𝑛 , 𝐹 = −∇𝑊), 

−∆𝑥𝑊 = 𝜌  resp.   𝑊 =
1

4𝜋|𝑥|
∗𝑥 𝜌 

 
is called the Vlasov-Poisson-Boltzmann (VPB) system.  
 
We note that the domain of the Laplacian operator 𝐻2 = 𝐷(−∆) ⊂ 𝐻1 is compactly embedded into the 
energy Hilbert space 𝐻1 and its inverse operator is the Newton/Coulomb potential. In other words, 
there is a natural (kinematical operator based) decomposition of the energy Hilbert space 𝐻1 in the 
form 𝐻1 = 𝐻2 ⊗ 𝐻2

⊥, accompanied by the self-adjoint Friedrichs extension of the symmetric Laplacian, 
and an inverse operator, which is compact. 
 
In (ViC) the proof of the Landau damping based on the Vlasov equation is provided based on the 
concepts of glidding analytical regularity and corresponding norms accompanied by a mode-by-mode 
analysis of the density of charges (*).  
 
The proposed Hilbert scale based enables going beyong the approach in (ViC) by 

 
i) replacing the interaction potential 𝑊 by its corresponding Riesz transformation 𝑾 ≔ 𝑅[𝑊], 

where the framework already guarantees the appreciated assumption of a vanishing 
constant Fourier term 𝑾̂𝑘=0 = 0 (Penrose condition) 
 

ii) replacing Villani’s “hybrid” and “gliding” analytical norms by the exponential decay Hilbert 
scale norms providing a problem adequate analysis tool of the to be considered plasma 
potential function solutions 

 
iii) replacing the concept of velocity distributions by notions like number density, flow velocity 

and pressure (which is the scope of MHD, which is concerned with the motion of 
electrically conducting fluids in the presence of electric or magnetic fields. 

 
We mention that in (LiP1) the Vlasov (self-consistent, or mean) force 𝐹 is replaced by the Lorentz 
force determined by the electro-magnetic field created by the particles themselves. 
 
(*) For the notations we refer to (ViC). We shall denote different numerical constants with the same symbol 𝑐. With the 

abbreviations 𝑔(𝑣) ≔ 𝑓0(𝑣), 𝑔 ≔ 𝑓0 and 
 

𝜌ℎ(𝑡, 𝑥) = ∫ ℎ(𝑡, 𝑥, 𝑣)𝑑𝑣, 𝐾𝑔(𝑡, 𝑘) ≔ −4𝜋2𝑊̂(𝑘)𝑔̂(𝑘𝑡)|𝑘|2𝑡, 
 

in the linearized Vlasov equation the Fourier coefficients (i.e. the modes) of 𝜌 = 𝜌(𝑥, 𝑡) (the density of charges) are linked by the 
following (Volterra integral type) term, (ViC), 
 

𝜌𝑘 (𝑡): = 𝜌ℎ̂(𝑡, 𝑘) = ℎ̃𝑖(𝑘, 𝑘𝑡) + ∫ 𝐾𝑔(𝑡 − 𝜏, 𝑘)𝜌ℎ̂(𝜏, 𝑘)
𝑡

0
𝑑𝜏. 

 

Putting 𝑔 ≔ ∫ 𝑔2(𝑣)𝑑𝑣
∞

0
, (and neglecting the term ℎ̃𝑖(𝑘, 𝑘𝑡)) one gets 

 

𝜌𝑘
2(𝑡) ≤ 𝑐𝑊̂𝑘

2|𝑘|2[∫ 𝑔(𝑘(𝑡 − 𝜏))
𝑡

0
𝜌𝑘(𝜏)𝑑𝜏]

2

    
 

         ≤ 𝑐𝑊̂𝑘
2|𝑘|2 ∫ 𝑔2(𝑘(𝑡 − 𝜏))

𝑡

0
∫ 𝜌𝑘

2(𝜏)𝑑𝜏
𝑡

0
 . 

 

Because of ∫ 𝑔2(𝑘(𝑡 − 𝜏))
𝑡

0
𝑑𝜏 = ∫ 𝑔2(𝑘𝑢)

𝑡

0
𝑑𝑢 =

1

𝑘
∫ 𝑔2(𝑣)

𝑘𝑡

0
𝑑𝑣 ≤

1

𝑘
∫ 𝑔2(𝑣)

∞

0
𝑑𝑣 =

𝑔

𝑘
 it follows 

 

𝜌𝑘
2(𝑡) ≤ 𝑐𝑊̂𝑘

2|𝑘| ∫ 𝜌𝑘
2(𝜏)𝑑𝜏

𝑡

0
  

 

i.e., the lemma of Gronwall is applicable getting 𝜌𝑘
2(𝑡) ≤ 𝑐𝑒𝑐𝑊̂𝑘

2|𝑘|𝑡.  
 

In case of a Coulomb potential (𝑊̂𝑘 ≈ |𝑘|−1) one gets the estimate 
 

𝜌𝑘
2(𝑡) ≤ 𝑐𝑒

𝑐
𝑡

|𝑘|. 
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Einstein relativity principle and the split up of the world into space and time 
 
 

Einstein relativity principle tells us that the speed of light is independent from the motion state of the 
light source (it does not tell us, that clocks cannot run differently for observers in other galaxies). In 
other words, a translation in an ether cannot be distinguished from hibernation. The conclusion of the 
physicists was, „ether does not exist“ (WeH) §22. The analysis of the Einstein relativity principle in the 
context of the Lorentz invariance lead to a decomposition of the world into space and time by 
projection. The related world-points constitute a four-dimensional manifold, i.e., in this world there 
exists four coordinates that the corresponding space-like zero cones translate into space-like zero 
cones, and the time-like vectors transform into time-like vectors (WeH) §23.  
 
In terms of Bohm’s explicate and implicate order conception, (*), the Einstein-world-model is related to 
the explicate order with three general transformations considered to be the essential determining 
features of a geometry in an Euclidean space of three dimensions: displacement operators, rotation 
operators and dilatation operators, which are the characterizing properties of the Riesz operators. 
 
 

Gauge symmetry groups and the GRT symmetry groupoid 
 
 

Regarding the crucial difference between the algebra based gauge theory and the analysis based 
GRT we quote from (BlC): 
 
„The correspondence between symmetries and conserved quantities is one of the most important 
principles of physics. The crucial difference between gauge theories and the GRT is that the 
symmetries of the GRT act on the space-time itself and not only on the degree of freedoms of the 
„internal“ fields.  
 

The vacuum Einstein equations state that the Ricci curvature Ric(g) of a lorentzian metric g is 
identically zero. Recast as hamiltonian evolution equations, they become a hamiltonian system on the 
cotangent bundle of the manifold MΣ of smooth riemannian metrics on a manifold Σ which represents 
the typical Cauchy hypersurface.  
 

As in every lagrangian field theory with symmetries, the initial data must satisfy constraints. But, unlike 
those of gauge theories, the constraints of general relativity do not arise as momenta of any 
hamiltonian group action. In this paper, (BlC), we show that the bracket relations among the 
constraints of general relativity are identical to the bracket relations in the Lie algebroid of a groupoid 
consisting of diffeomorphisms between space-like hypersurfaces in spacetimes. A direct connection is 
still missing between the constraints themselves, whose definition is closely related to the Einstein 
equations, and our groupoid, in which the Einstein equations play no role at all. We discuss some of 
the difficulties involved in making such a connection. 
 
In contrast to classical mechanics and gauge field theories, the conserved quantities of the GRT do 
not span a symmetry algebra in the conventional sense. Instead, a so-called Hamiltonian Lie algebroid 
can be obtained from a naturally constructed symmetry groupoid.“ 
 
Mathematical speaking, the ideal classes of generalized quaternion (quadratic form) algebra build a 
groupoid, (BrH). 
 
 
 
 
 
 
 
 
 
 
 
(*) (BoD) A.2, p. 200: „What is common to the functioning of instruments generally used in physical research is that the sensibly 
perceptible content is ultimately describable in terms of a Euclidean system of order and measure, i.e., one that can adequately 
be understood in terms of ordinary Euclidean geometry. …  The general transformations are considered to be the essential 
determining features of a geometry in an Euclidean space of three dimensions; those are displacement operators, rotation 
operators and the dilation operator. 
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Propagation phenomena 
plane waves arising in hyperbolic case 

progressive (free of dispersion or distorted) waves 
(CoR) p. 188 ff. 

 
 

For progressive waves, where 𝜌 is the „frequency and 𝛾 denotes the speed of the propagation of the 
waves, only special (physical relevant, i.e., uniformly bounded in space) waves in the form 𝑒𝑖𝜌(𝛼𝑥−𝛾𝑡) 
are possible. For the (limit) speed 𝛾 = 1 there is no progressive wave. For speeds exceeding the limit 
speed the wave solutions willl no longer be classed as admissible waves since they are not bounded 
in space. At any rate, the differential equation (for waves in the form 𝑢 = 𝑓(𝑎𝑥 − 𝑏𝑡)) 
 

(𝑎2 − 𝑏2)𝑓′′(𝑎𝑥 − 𝑏𝑡) + 𝑐𝑓(𝑎𝑥 − 𝑏𝑡) = 0 
 
represents a phenomenon of dispersion in the following sense: If a solution is a superposition of 
progressing waves with the same direction, all of the form satisfying the equation above, then the 
different components are propagated at different speeds; thus the form of a composite wave will 
change in time. For example, the equation 𝑢̈ − ∆𝑢 − 𝑐𝑢 = 0 admits no progressive wave if the 
prescribed speed is 1 and the prescribed direction arbitrarily. 
 
If for given 𝜌 and 𝛼 the speed 𝛾 (a continuous function 𝑔(𝜌, 𝛼) of 𝛼 and the frequency 𝜌) possesses an 
imaginary part 𝑞, then the wave may be written in the form 
 

𝑒𝑖𝜌(𝛼𝑥−𝑝𝑡)𝑒−𝑞𝑡. 
 
We speak of damed waves exponentially attenuated in time at a fixed point in space. (The solution 
with the factor 𝑒𝑞𝑡 for 𝑞 > 0 is usually discarded, being not bounded for increasing 𝑡.). Again we have 
the phenomenon of distortion or dispersion: An initl harmonic component  is propagated at the speed 

depending on the frequency; thus, an initial shape of 𝑢, given by superposition of terms 𝑒𝑖𝜌(𝛼𝑥, is 
distorted in time (apart from the attenuation of damping), since the different components are 
propagated at different speeds or „dispersed“ according to their different frequencies. 

 
We summarize:  
 

The alternative between the case dispersion and undistorted progressing families 
of plane waves in a given direction is exponential, but the speed can vary 
continuously with the frequency. In the second case the wave form is arbitrary and 
the speed is restricted to the discrete roots of the characteristic equation. 

 
 

Electrodynamics in matter 
Maxwell & telegraph equations 

 
 

In electrodynamics the matter equations (Maxwell equations in discharged areas) are prescribed by 
the hyperbolic telegraph equations in the form 
 

∆𝐸⃗⃗ =
𝜇𝜀

𝑐2

𝜕2𝐸⃗⃗

𝜕𝑡2 + 𝜎𝜇0𝜇
𝜕𝐸⃗⃗

𝜕𝑡
,  ∆𝐻⃗⃗⃗ =

𝜇𝜀

𝑐2

𝜕2𝐻⃗⃗⃗

𝜕𝑡2 + 𝜎𝜇0𝜇
𝜕𝐻⃗⃗⃗

𝜕𝑡
. 

 
They are wave equations for a lossy dieletric, which correspond to standard wave equations in case of 
an isolator, i.e. 𝜎 = 0. The dielectric constant governs the resistence and the frequency depending 
damping phenomena. 
 

The constant 𝜀 prescribes an assumed linear relation of the electric displacement field 𝐷⃗⃗⃗ (for 

homogeneous and isotropic materials) and the electric field by 𝐷⃗⃗⃗ = 𝜀𝐸⃗⃗. The constant 𝜀0 denotes the 
vacuum (electric) permitivity constant. The magnetic permeability is defined by the ratio 𝜇 of the 
magnetic flux density and the magnetic field strength. The vacuum (magnetic) permeability constant of 

free space is denoted by 𝜇0. The two vacuum constants are linked to the speed of light 𝑐 by 𝑐2 =
1

𝜇0𝜀0
.  
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A coercive bilinear form for the time-harmonic Maxwell equations 
 
 

In (CoM) for the time-harmonic Maxwell equations (KiA), there is a coercive bilinear form (for the 
Sobolev space 𝐻1) provided, containing tangential derivatives of the normal and tangential 

components of the field on the boundary, vanishing on the subspace 𝐻1. Thus the variational 
formulations of „electric“ or „magnetic“ boundary value problems with homogeneous bondary 
conditions are not changed. 

 
 

The unknown physical parameters of the Maxwell equations 
 
 

The energy tensor for electromagnetic fields is unknown for elementary particles. The laws by 
which the currents and charges behave are unknown. Matter is built by electromagnetic 
particles, but the field laws by which they are constituted are unknown, as well.  
 
(EiA) p. 52: „However, the laws governing the currents and charges (in the Maxwell equations), 
are unknown to us. We know, that electricity exists within elementary particles (electrons, 
positive kernels), but we don’t understand it from a theoretical perspective. We do not know the 
energetical factors, which determine the electricity in particles with given size and charge; and 
all attempts failed to complete the theory in this directions. Therefore, if at all we can built on the 
Maxwell equations, we know the energy tensor of electromagnetic fields only outside of the 
particles“. 
 
(DiP): "The Lorentz model of the electron as a small sphere charged with electricity, possessing 
mass on account of the energy of the electric field around it, has proved very valuable in 
accounting for the motion and radiation of electrons in a certain domain of problems, in which 
electromagnetic field does not vary too rapidly and the accelerations of the electrons are not too 
great.  .... The departure from electromagnetic theory of the nature of mass removes the main 
reason we have for believing in the finite size of the electron. It seems now an unnecessary 
complication not to have the field equations holding all the way up to the electron's centre, 
which would then appear as a point of singularity. In this way we are led to consider a point 
model for the electron." 
 

 
The extended complex Maxwell equations, the magnetic scalar and vacuum energy 

 
 

The Maxwell equations are invariant under Lorentz and gauge transformations. They entail that the 
photon is massless. In de Broglie hypothesis an elementary particle is accompanied with wave nature. 
The photon on the other hand exhibits particle nature. Hence, duality is the fundamental nature 
existing in all elementary particles.  
 
In (ArA1) the extended complex Maxwell equations are considered, where the charge-current 
densities and the scalar-vector potentials are equally treated. Physically speaking, a complex Lorentz 
force is introduced and extended to include magnetic scalar.   
 
 
 
 

(ArA1): „Abstract – The complex Lorentz force is introduced and extended to include magnetic scalar. This 
scalar is found to be associated with a prevailing magnetic field permeating the whole space. It also introduce 
an extra force in Lorentz complex force. The magnetic scalar is associated with the vacuum energy. The Proca-
Maxwell’s massive electrodynamics is derived from the extend current density transformations. Proca-Maxwell’s 
theory is found to be invariant under the extended gauge transformations (current-charge density). The Lorenz 
gauge condition is shown to express the photon charge conservation. Any violation of Lorenz gauge (photon 
charge) or electronic charge conservation would lead to spin zero scalar particles. This is manifested in 
superconductivity. The total charge comprising the electron and photon is always conserved. Owing to 
superconductivity, the photon charge is related to electron charge by 
 

𝑒𝑝 = 𝑒√
𝑚𝑝

𝑚𝑒
 . 

 

 Photons inside superconductors are shown to be massive. It is shown that Maxwell’s equations expressed in 
complex form are more convenient to study duality transformations. 
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The telegraph equation 
(CoR) p. 192 ff. 

 
 

For the wave equation 
 

1

𝑐2 𝑢̈ − ∆𝑢 = 0 , 

 
progressing undistorted plane waves with speed 𝑐 and the arbitrary form 
 

𝛷(∑ 𝛼𝑖𝑥𝑖 − 𝑐𝑡)𝑛
𝑖=1 , ∑ 𝛼𝑖

2 = 1𝑛
𝑖=1  

 
are possible in every direction. A more general example is given by the telegraph equation 
 

𝑢̈ − 𝑐2𝑢′′ + (𝛼 + 𝛽)𝑢̇ + 𝛼𝛽𝑢 = 0, 
 
satisfied by the voltage or the current 𝑢 as a function of the time 𝑡 and the position 𝑥 along a cable; 
here 𝑥 measures the length of the cable from an initial point. Unless  this equation represents 

dispersion. If we introduce 𝑣: = 𝑒
1

2
(𝛼+𝛽)𝑡𝑢, we obtain the simpler equation 

 

𝑣̈ − 𝑐2𝑣′′ + (
𝛼−𝛽

2
)2𝑣 = 0  

  
for the function 𝑣. This new equation represents the dispersionless case if and only if 𝛼 = 𝛽. In this 
case the original telegraph equation, of course, possesses no absolutely undistorted wave solutions of 
arbitrarily prescribed form. However, our result may be stated in the following way:  
 

If condition 𝛼 = 𝛽 holds, the telegraph equation posses damped, yet „relatively“ 

undistorted, progressing wave solutions of the form 𝑢 = 𝑒−
1

2
(𝛼+𝛽)𝑡𝑓(𝑥 ± 𝑐𝑡), with 

arbitrary 𝑓, progressing in both directions of the cable. 
 
The telegraph equation 
 

𝑢̈ − 𝑐2𝑢′′ + (𝛼 + 𝛽)𝑢̇ + 𝛼𝛽𝑢 = 0, 
 
is derived by elimination of one of the unknown functions from the following system of two differential 
equations of first order for the current 𝑖 = 𝑖(𝑥, 𝑡) and the voltage 𝑢 = 𝑢(𝑥, 𝑡) as functions of 𝑥 and 𝑡: 
 

𝐶𝑢̇ + 𝐺𝑢 + 𝑖′ = 0 
 
𝐿𝑖𝑡̇ + 𝑅𝑖 + 𝑢′ = 0. 

 
Here 𝐿 is the inductance of the cable, 𝑅 its resistence, 𝐶 its shunt capacity, and, finally, 𝐺, its shunt 
conductance (loss of current divided by voltage). The constants in the telegraph equation, which arise 
in the elimination process, have the meaning 
 

1

𝑐2 = 𝐿𝐶, 𝛼 =
𝐺

𝐶
, 𝛽 =

𝑅

𝐿
 

 
where 𝑐 is the speed of light and 𝛼 the capacitive and 𝛽  the inductive damping factor. 
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Spin, rotation, half-integer quantum numbers and all that 
 
 

In quantum theory the underlying physical idea is that the particles are energy quanta without 
individually. In classical theory but also in quantum theory, symmetry groups are applied to derive 
conservation laws for energy, translation and angular momenta.  
 

(FeE): „Dirac‘s theory of radiation is based on a very simple idea; instead of considering an atom and the 
radiation field with which it interacts as two distinct systems, he treats them as a single system whose 
energy is the sum of three terms: one representing the energy of the atom, a second representating the 
electromagnetic energy of the radiation field, and a small term representing the coupling energy of the atom 
and the radiation field“. 

 

Pauli‘s spin(1/2) concept is about a „rotation“ concept of an elementary particle, which looks the same 
only after the second „rotation“. This „spin(1/2)-rotation“ concept is the model for an angular (non-
kinematical) momentum. However, in the current quantum theory translation and rotation operators 
are not interchangeable, which is a consequence of the quantification process of classical partial 
differential equations (PDE). Therefore, in order to characterize the angular momentum of a system 
about an axis by a quantum number it is neccessary that the perpendicular translation momentum 
vanishes or is unknown, (DüH), (HeW). 
 
One basic problem in the quantum interpretation is the „wave function“ to be defined by problem 
adequate wave equations, based on the imitations of various classical physical processes. Thereby, 
the Schrödinger and the Pauli equations are non-relativistic equations, while the Klein-Gordon and the 
Dirac equations are relativistic, (XiK). 
 
In the proposed Krein space model the kinematical (linear) energy momentum and complementary 
potential energies are intrinsic parts of the modelling framework.  
 
In the most finest „2-fermions-1-boson plasma“ framework 𝐻1

+ ⊗ 𝐻1
− ⊗ 𝐻1

⊥ Pauli’s „half-integer-spin-
rotation“ interpretation is replaced by the framework specific „potential“ definition between the two 
fermion waves. 
 

In the „1-fermion-2-bosons proton/fluid“ framework 𝐻2 ⊗ 𝐻2
⊥ ⊗ 𝐻1

⊥, (its solutions can be interpreted as 
approximation solutions to the most finest quantum world framework) the corresponding „potential“ 
difference is now between a massive particle and its corresponding additional complementary 
potential energy. 
 
Physically speaking, there is a single framework specific wave function model, while the modelling of 
different physical processes / phenomena, like  
 

- relativistic or non-relativistic equations (Schrödinger’s „dilemma“ (*)) 
- incompressible fluid with or without frictional forces (d’Alembert “paradox”) 

 

become part of appropriately defined PDE accompanied by correspondingly defined domains of the 
wanted („potential“ function) PDE solutions.  
 
The function domains for non-relativistic hyperbolic (fluid velocity) PDE solutions are defined in that 
way that a well-posed PDE system is guaranteed (**). Additionally, the domains for relativistic 
hyperbolic PDE need to enable Lorentz invariances. 
 
In case of a quaternionic Hilbert scale framework there is another operator concept, which is also an 
“a priori existing“ (as part of the framework) to any physical problem specific PDE. This is the 
quaternionic rotation operator. It is defined independent from an underlying chosen coordinate system. 
 

(*) (ScE) p. 50: In the Bose case we seem to be faced, mathematically, with a simple oscillator of Planck type, of which the 

quantum numbers 𝑛𝑠, we may ask whether we ought not to adopt for 𝑛𝑠 half-odd integers 
1

2
,

3

2
,

5

2
, … 𝑛 +

1

2
, .. rather than integers. 

One must, I think, call that an open dilemma. Form this point of view of analogy one would very much prefer to do so. For, the 
„zero-point energy“  of a Planck oscillator is not only borne out by direct observation in the case of crystal lattices, it is also so 
intimately linked up with the Heisenberg uncertainty relation that one hates to dispense it. On the other hand, if we adopt it 
straightaway, we get into serious trouble, especially on contemplating changes of the volume, because in this process the 
(infinite) zero-point energy seems to change by infinite amounts! 
(**) The Riesz transform (𝑅1, 𝑅2, 𝑅3) is the generalization of the Hilbert transform for space dimensions 𝑛 > 1. The „pressure“ 
force in the NSE can be expressed in terms of the velocity by the formul 𝑝 = − ∑ 𝑅𝑖𝑅𝑗(𝑢𝑖 , 𝑢𝑗)3

𝑖,𝑗=1 a . The Riesz commutes with 

translations & homotheties, and have nice properties relative to rotations, (PeB) p. 113. For the well posedness of hypermaximal 
accretive multivalued operators 𝐴 in a Banach space accompanied by continuous semi-groups of non-linear contractions on 
𝐷(𝐴) we refer to (BrH2). 
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Renormalization groups 
(DeP) p. 551 

 
 

The behavior of a physical system depends on a scale (of energies, distances, momenta, etc.) at 
which the behavior is studied. The change of a behavior when the scale is changed, is described by 
the renormalization group equation. In quantum field theory, the dependence of the behavior on the 
scale is often expressed mathematically by the fact that in order to regularize (i.e. render finite) 
Feynman diagram integrals one must introduce auxiliary scales, cutoffs, etc. The effect of these 
choices on the physics is encoded into the renormalization group equation. This equation then 
becomes an important tool for the study of physical theories. 
 
Very generally speaking, the method of renormalization group is a method designed how to describe 
how the dynamics of some system changes when we change the scale (distance, energies) at which 
we probe it. 
 
Two basic facts about physics: 
 

Scale dependence 
 
Physics is scale dependent. For example, consider a fluid. At each scale of distances, we need a 
different theory to describe ist behavior: 
 

- classical continuum mechanics (NSE) 
- theory of granular structure  
- nucleus + electronic cloud 
- nuclear physics 
- quantum chromodynamics 
- string theory . 

 
At each scale, we have different degrees of freedom and different dynamics. 
 

Decoupling 
 
Physics at large scale (largely) decouples from the physics at a smaller level. For example, to describe 
the behavior of fluid at the scale ~ 1cm, we don’t know about the granular structure, nor about the 
atoms and nucleons. The only things we need to know are th viscosity and the density of the fluid. ….  
 
Similarly, if we want to describe atoms, we don’t need to know anything about the nucleus except its 
mass and electric charge. 
 
When we pass fom a smaller scale to a larger scale, we average over irrelevant degrees of freedom. 
Mathematically this means that they become integration variables and thus disappear in the answer. 
This decoupling is the reason why we are able to do physics. If there was no decoupling, it would be 
necessary for Newton to know string theory to describe the motion of a viscous fluid. 
 

In classical mechanics we deal with three scales according to its 3 basic measurements 
(distance D, time T, mass M) 
 
In non-relativistic quantum theory (M can be expressed through T & D using the Planck 
constant) and classical relativity (T can be expressed via D using the speed of light) we 
have 2 scales 
 
In relativistic quantum theory we only have 1 scale – the scale of distance (or equivalently 
– the (inverse) scale of momenta). 
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Solutions of the string vibration equation 
 
 

The wave equation 

𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥 = 0 
 

has a solution 𝑢(𝑥, 𝑡) = 𝑓(𝑥 − 𝑘𝑡) for any function of one variable 𝑓; it has the physical interpretation of a 

„traveling wave“, described by a „shape“ 𝑓(𝑥) moving at velocity 𝑘. 
 
There is no physical reason for the “shape” to be differentiable, but if it is not, the differential equation 
is not satisfied at some points. In order to not through away physically meaningful solutions because of 
technicalities, the concept of distributions can be applied. 
 
If the equation above is also meaningful, if u is a distribution, then u is called a weak solution of it. If u 
is twice continuously differentiable and the equation holds, one calls u a strong or classical solution.  
 
Each classical solution is a weak solution. In case of the equation above it’s also the other way 
around. The same is NOT TRUE for the elliptic Laplace equation (counter example is the classical 
solution 𝑢(𝑥. 𝑦): = 𝑙𝑜𝑔( 𝑥2 + 𝑦2) with 𝛥 𝑙𝑜𝑔( 𝑥2 + 𝑦2) = 4𝜋𝛿) and the function 𝑢(𝑥. 𝑦): = 𝑓(𝑥 − 𝑘𝑡) ∈ 𝐿𝑙𝑜𝑐

1 (𝑅2) 
with 

 (𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥, 𝜙) = 0 . 
 
We note that the Schrödinger equation for a harmonic oscillator may be obtained by using the 

classical string potential function 

𝑉(𝑥) =
1

2
𝑘𝑥2 =

1

2
𝑚𝜔2𝑥2 

 

where 𝜔 = √
𝑘

𝑚
 denotes the angular frequency.  

 
Quaternionic multiplication and rotation operators 

 
 

In classical theory but also in quantum theory, symmetry groups are applied to derive conservation 
laws for energy, translation and angular momenta. 
 
In the current quantum theory framework in order to characterize the angular momentum of a system 
about an axis by a quantum number it is neccessary that the perpendicular translation momentum 
vanishes or is unknown, (DüH). Mathematically speaking, translation and rotation operators are not 
interchangeable, as a consequence of the quantification process of classical partial differential 
equations. 
 
Vector analysis is the standard tool in Maxwell’s electrodynamics for expressing the electrical and 
magnetic fields. There is a close relation between vector analysis and quaternion algebra, (UnA2) p. 
152:  
 

The quaternionic multiplication of a spatiotemporal derivative vector with electromagnetic 
potential is given by 
 

(
𝜕

𝜕𝑡
, 𝛻⃗⃗) × (𝜑, 𝐴) =

𝜕𝜑

𝜕𝑡
− 𝛻⃗⃗ ∙ 𝐴

𝜕𝐴⃗

𝜕𝑡
+ 𝛻⃗⃗𝜑 + 𝛻⃗⃗ × 𝐴 , 

 

where the last two terms precisely match the known expressions for the electric and 

magnetic fields 𝐸⃗⃗ and 𝐵⃗⃗.  
  
The GRT is based on the mathematical concept of „differentiable manifolds“: Physically speaking, this 
results into pure locally relevant metrics, which are depending from the chosen coordinate system. In 
other words, the physical world as described as local euclidian space-time structure for all space-time 
points in the universe. 
 
The quaternions provide an appropriate field addressing the „translation-rotation“ (linear and 
angular rotation) „permutation“ requirement by the concept of a quaternion rotation operator. 
This is a special quaternion triple-product (unit quaternions and rotating imaginary vector) 
competing with the conventional (Euler) matrix rotation operator. 
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Heisenberg’s lost key 
 

Indefinite metrics in a Hilbert space 
and the degeneracy of the ground state  

 
 

In (HeW) a mathematical formalism for an unified field theory is proposed. Its cornerstones are an 
indefinite metric in a Hilbert space and the degeneracy of the ground state (accompanied with the 
action variable 𝐽). 
 
The corresponding classical and variational kinematical energy model world is governed by the 
(hyperbolic) wave equation accompanied by the physical (cosmic or objective) time variable (*). It is 
connected to the ground state variable (which is defined as an differential) by, (HeW1),  
 

𝑡 ≔
1

ℎ
𝜕𝜈

𝜕𝐽

  . 

 

The wave equation is accompanied by the Green function, which is connected to the quantum world 
by the Green function integral, underlying particle interaction terms, and related Weyl spinors, (HeW). 
 
In (HeW) the deviation from iso-spin-symmetry in electrodynamics is taken as indication for an 
asymmetry of the ground state, (DüH): 

 
(HeW) 7-1: „The deviation from iso-spin-symmetry in electrodynamics shall be taken 
as indication for an asymmetry of the ground state, (DüH). In fact the number of 
protons in the world seems to be very different from the number of neutrons, the 
number of electrons is very different from the number of neutrinos. Even the matter 
and antimatter should be distributed in the universe with equal average density – 
many glaxies might be consist of matter, equally many of antimatter – and if total 
isospin should be small in this way, the big asymmetry would remain, since in matter 
the total isospin would point in one direction, in antimatter in the opposite direction. 
Hence there would be a macroscopic deviation from symmetry in isospace. 
 
An asymmetry of the ground state and therefore a degeneracy of this state is a well-
known phenomenon in many systems discussed in conventional quantum mechanics. 
Ferromagnetism, superfluidity, superconductivity, crystal structure are obvious 
examples. In such cases two important new phenomena appear ….: The degeneracy 
of the ground state enforces the existence of bosons of rest mass zero, as has been 
pointed out in a mathematical form by Goldstone (the Goldstone theorem). Some 
property of the ground state can be attached to the particles thereby changing normal 
particles into strange particles.“ 
 
(HeW) 8-1: „The asymmetry of the ground state with respect to the isospin group has 
been used in chapter 7 as explanation for the strange particle poles in the Green’s 
functions and as basis for the spurion formalism. … It has been emphasized already in 
earlier papers on this subject, that empirically the asymmetry of the ground state 
seems to be closely connected with the existence of long-range forces, i.e. of particles 
with rest mass zero, (DuH). The asymmetry with respect to the isospin group comes in 
through the long-range forces of electrodynamics, the asymmetry of with respect to 
the the space reflection parity appears in the weak interactions, and this is the first 
interaction which affects neutrinos. It can be well understood that short-range forces 
allow a clear separation of the particles from the rest of the world, while long-range 
forces may lead to a dependence of the properties of the particles on the state of the 
world in large dimensions. This connexion has been found a mathematical expression 
in the theorem of Goldstone. .. In the present theory the goldstone theorem is the 
basis for an understanding of quantum electrodymamics. 

 
 
 
 
 

(*) Husserl differentiates between the objective time of appearing objects, the subjective or preempirical time of acts and 
experiences and the prephenominal absolute flow of the internal time consciousness, ((ZaD) chapter 3. 
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Ehrenhaft’s forgotten discovery 
 

Photophoresis by electric vs. electric & magnetic ions 
and the fine structure constant 

 
 

(EhF): Key words: light negative and positive motion, light positive and light negative 
longitudinal photophoresis, trembling effect, difficulties of radiometer forces 

 
 

III. THE INTERPRETATION OF THE EXPERIMENTS 
The Interpretation of the Photophoresis 

 
In order to explain the phenomena of photophoresis one conclusion is drawn from the movement of 
the illuminated particles in the homogeneous electric and magnetic fields.  
 
The light induces electric and magnetic charges (poles) upon the particles if they are illuminated by 
concentrated light pre-ponderantly shorter wave lengths. …  
 
For the magnetic charges this conclusion is new, but is justified because of the complete analogy of 
this phenomenon with the electric phenomenon.  
 
It should be noted here that there are no empirical facts which contradict this conclusion as was shown 
above. The difficulties such an explanation encounters are not due to experimental facts but only to 
theoretical considerations which go back as far as Ampere who introduced the hypothesis of molecular 
currents and reduce the phenomena of magnetism to purely electrical phenomena. 
 

 
V. Conclusion 

 
Particles of matter irradiated by light between electrodes behave as if they carry positive or negative 
electric charges. Therefore we can say that through the action of the light uncharged particles obtain 
unipolar charges, either negative or positive.  
 
Particles of matter, sufficiently irradiated by light between magnetrodes behave as if they carry single 
south or north magnetic poles (charges). Light therefore produces unipolar magnets (magnetic ions, 
charges). Unipolar particles flow in homogeneous fields E or H in the direction of the field and reverse 
their movement with the field. Such a flow of particles simultaneously in both directions can be 
observed directly by means of a microscope (dark field). One can actually see the flow of an electric 
current in the above mentioned arrangement. It is very remarkable that the same picture appears if the 
magnetic field is applied as if the electric field is applied. From the visual appearance it is impossible to 
determine when an electric and when a magnetic field is applied. The generality of this effect is not 
diminished by the necessity of using light to produce magnetic ions. It will be a question of further 
investigation to find out if magnetic ions exist also without light. It should be remembered that when 
electric currents were discovered, dissociation in the voltaic cell was considered all important, but 
nobody could explain it. No model to picture what happens in a voltaic cell was known to aid ones 
imagination and in the same way the author does not attempt to use a model to explain the 
mechanism of the production of the magnetic ions .... 
  
It is evident that a great number of problems are suggested by the conclusions described above. Thus, 
for instance, one may think of the existence of conductors of magnetic ions, of the heat created by the 
flow of magnetic ions, etc.  
 
In this paper, the attempt has been made to show that a beam of light causes or induces not only heat 
and electricity but also magnetism at the same time.  
 
Although an attempt has been made to separate the thermal and mechanical forces from the electric 
and magnetic ones one cannot be certain, from a general point of view, whether this is entirely 
possible in the observation of physical phenomena. 
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Photophoresis,  Nature’s cycloidal space curve movement and all that 
 

F. Ehrenhaft, V. Schauberger, E. Schrödinger 
 

 

Ehrenhaft’s comment on his discovered phenomenon of photophoresis by electric and magnetic ions 
was, (EhF): 
 

„Particles of matter irradiated by light between electrodes behave as if they carry 
positive or negative electric charges. Therefore we can say that through the action of 
the light uncharged particles obtain unipolar charges, either negative or positive“.  
 
It is unlikely, that all those movement phenomena in light with or without the action of a 
field can be explained with the helf of today’s hypothesis;  we may be forced to reach for 
something new, (*). 

 
In (AlO) p. 222, Ehrenhaft is further quoted (referring to (*)) with the following words 
 

„Completely new and amazing is the fact, that the movements of the particles in the 
field do not run in straight lines, but run in paths in extremly regular forms, sizes and 
orbital frequencies … 
 

It was also interesting too, that a centripetal force occured, which acted on the 
particles 130 times stronger than the gravity force“.  

 
Ehrenhaft‘s experimental obserbed photophoresis phenomenon is in line with the proposed Krein 
space based quantum dynamics model, (EhF). Concerning the related potential operators of the 
proposed quantum dynamics model we may reformulate Ehrenhalt‘s discovery in the following form: 
 

„The occured centripetal force generated by an angular momentum (governed by the 
potential of 𝐻2 ⊗ 𝐻2

⊥) acts on the massive particle 130 (!) times stronger than the 
gravity force.“ 

 
If this interpretation is accepted, then the Ehrenhaft’s experiments also confirm Schauberger's theory 
of physical and biological spiral movement phenomena (including spiral galaxies) governed by two 
related physical resp. biological force types, centrifugal (linear movements) and centripetal forces. In 
other words, it provides two physical and biological forms of motions with related „negative“ and 
„positive“ energies.  
 
It also puts the spot on Schrödinger‘s concept of a „biological potential“ of living cells (**): 
 
the conjecture is that Schauberger‘s biological form of motion (which is a centripetal motion 
corresponding to the negative entropy) is caused by the same biological potential, which raises 
consciousness in the sense of Schrödinger. 
 
 
 
 
 
 
 
 
 
(*) Acta Physicia Austriaca, Band 4, 1950 and Band 5, 1951 
 
 

(**) (ScE1) „Mind and Matter“, p. 95 ff: „A tentative answer, You see that all the attempts at extending the domain of 
consciousness, asking oneself whether anything of the sort might be reasonably associated with other than nervous processes, 
needs must run into unproved and unprovable speculation. But we tread on firmer ground when we start in the opposite way. 
Not every nervous process, nay by no means every cerebral process, is accompanied by consciousness. Many of them are not, 
even though physiologically and biologially they are much like the „conscious“ ones, both in frequently consisting of afferent 
impulses (centripetal course) followed by efferent (centrifugal course) ones, and in their biological significance of regulating and 
timing reactions partly inside the system, partly towards  a changing environment. ….Even so, at first anyhow, only these 
modifications or „differentials“ intrude into the conscious sphere that distinguish the new incidence from previous ones and 
thereby usually call the „new considerations“.   … But whenever the situation exhibits a relevant differential this differential and 
our response to it introde into consciousness, …“ 
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Edward Leedskalnin‘s view of the magnetic current world 
 

Original german text: Magnetstrom ist dasselbe wie elektrischer Strom, es sind zwei Ströme; eine 
Strömung setzt sich zusammen aus konzentrierten Strömen von individuellen Nordpol-Magneten und 
individuellen Südpol-Magneten. Ein Strom verläuft mit hoher Geschwindigkeit gegen den anderen 
gerichtet in wirbelnder, schraubenartiger Form, (LeE) p. 31. 
 

Um einen Strom fließen zu lassen, muss es notwendigerweise gegen den anderen gerichtet zu laufen. 

 
translation:  
 

A magnetic current is the same as an electric current, those are two currents, which 
are made up of individual North Pole particles and South Pole particles. One current 
runs against one another with high velocity in a whirling helical form.  
 

In order to let a current flow, it must must be necessarily run against the other current. 
 
Leedskalnin concept of „a magnetic current running against electric current with high velocity in a 
whirling helical form In order to let a current flow“ is in line with the proposed Krein space based 
quantum dynamics model, (LeE). 

 
 

Khun Dee’s Story about the universe creation 
 

Khun Dee’s „Implosion Theory of Universe Formation“ is governed by two principles 
 

- steps toward thermodynamic initiation  
 

- steps toward gravitational initiation.  
 
Those two kinds of movements are in line with Schauberger‘s cycloidal movement theory based on 
two kinds of kinematical energies resp. their related biological force types, centrifugal (linear 
movements) and centripetal forces. 
 
The two principles of Khun Dee’s „Implosion Theory“ are in line with the proposed Krein space based 
quantum dynamics model.  
 
The conclusion with respect to the „inflaton“ cause „big bang“ „theory“ may be summarised  
 

 (BlS) p. 3, (see also (DrW): „Consider the Big Bang Theory. A mass the size of our 
Universe appeared out of nowhere. Even though it was the biggest black whole ever, it 
then exploded. Our universe is a real thing but the Big Bang Theory is a fairy tale.“ 

 
From R. Penrose we quote (PeR1) p. 444:  
 

In order to produce an universe resembling the one in which we live, the Creator would 
have to aim for an absurdly tiny volume of the phase space of possible universes  
 

- about 1/1010123
 

 
of the entire volume, for the situation under consideration. 

 
The big-bang theory assumes, that god had succesfully outsourced this phantastic task to an 
„inflaton“. The theory provides verbally formulated „model“ starting a very short after the inflation has 
finished ist job during the „first“ 3 minutes period. Its objective is to describe the emergence of the zoo 
of SMEP-particles until the first hydrogen atomic nucleus appears. 
 
The first mathematical-physical formulated models appear after this three minutes period, when the 
GRT and background radiation phenomena are connected. Those differential equations are basically 
simple ordinary differential equations with the time parameter 𝑡. Similar kind of models are used to 
explain for instance the butterfly effect, i.e., a wing flapping of a butterfly in europe can cause a 
tsunami near by Japan (~ 8500 km distance).  
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A mathematical world view 
 
 

Hilbert Scales 
(NiJ) 

 
 

Let 𝐻 be a (infinite dimensional) Hilbert space with scalar product (. , . ), the norm ‖. . ‖ and let 𝐴 be a 
linear operator with the properties 
 

i) 𝐴 is self-adjoint, positive definite 
 

ii) 𝐴−1 is compact. 
 

 Without loss of generality, possible by multiplying 𝐴 with a constant, we may assume 
 

(𝑥, 𝐴𝑥) ≥ ‖𝑥‖

       

for all 𝑥 ∈ 𝐷(𝐴).
 

 
The operator 𝐾 = 𝐴−1 has the properties of the previous section. Any eigen-element of 𝐾 is also an 

eigen-element of 𝐴 to the eigenvalues being the inverse of the first. Now by replacing 𝜆𝑖 → 𝜆𝑖
−1 we have 

from the previous section 
 

i) there is a countable sequence {𝜆𝑖 , 𝜙𝑖} with 
 

𝐴𝜙𝑖 = 𝜆𝑖𝜙𝑖 
 ,

   

(𝜙𝑖 , 𝜙𝑘) = 𝛿𝑖,𝑘and 𝑙𝑖𝑚
𝑖→∞

𝜆𝑖 

 

ii) any 𝑥 ∈ 𝐻 is represented by  
 

(*)     𝑥 = ∑ (𝑥, 𝜙𝑖)
∞
𝑖=1 𝜙𝑖  and    ‖𝑥‖2 = ∑ (𝑥, 𝜙𝑖)

2∞
1 . 

 
Lemma 1:  Let 𝑥 ∈ 𝐷(𝐴), then  
 

(**)  𝐴𝑥 = ∑ 𝜆𝑖(𝑥, 𝜙𝑖)
∞
𝑖=1 𝜙𝑖  ,    ‖𝐴𝑥‖2 = ∑ 𝜆𝑖

2(𝑥, 𝜙𝑖)
2

𝑖=1 , 

 

(𝐴𝑥, 𝐴𝑦) = ∑ 𝜆𝑖
2(𝑥, 𝜙𝑖)

∞
𝑖=1 (𝑦, 𝜙𝑖). 

 
 
Because of (*) there is a one-to-one mapping 𝐼 of 𝐻 to the space 𝐻̂ of infinite sequences of real 
numbers 
 

𝐻̂: = {𝑥̂|𝑥̂ = (𝑥1, 𝑥2, . . . )}  
defined by 
 

𝑥̂ = 𝐼𝑥   with   𝑥𝑖 = (𝑥, 𝜙𝑖) .    

If we equip 𝐻̂ with the norm  
 

‖𝑥̂‖2 = ∑ (𝑥, 𝜙𝑖)
2∞

1   
then 𝐼 is an isometry.  
 
By looking at (**) it is reasonable to introduce for non-negative 𝛼 the weighted inner products 
 

(𝑥̂, 𝑦̂)𝛼 = ∑ 𝜆𝑖
𝛼(𝑥, 𝜙𝑖)

∞
𝑖 (𝑦, 𝜙𝑖) = ∑ 𝜆𝑖

𝛼𝑥𝑖𝑦𝑖
∞
𝑖   

 
and the norms 
 

‖𝑥̂‖𝛼
2 = (𝑥̂, 𝑥̂)𝛼.

  
Let 𝐻̂𝛼 denote the set of all sequences with finite 𝛼 −norm. then 𝐻̂𝛼 is a Hilbert space. The proof is the 
same as the standard one for the space 𝑙2. 
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Similarly one can define the spaces 𝐻𝛼: they consist of those elements 𝑥 ∈ 𝐻 such that 𝐼𝑥 ∈ 𝐻̂𝛼 with 
scalar product  
 

(𝑥, 𝑦)𝛼 = ∑ 𝜆𝑖
𝛼(𝑥, 𝜙𝑖)

∞
𝑖 (𝑦, 𝜙𝑖) = ∑ 𝜆𝑖

𝛼𝑥𝑖𝑦𝑖
∞
𝑖   

and norm   
‖𝑥‖𝛼

2 = (𝑥, 𝑥)𝛼. 
 

Because of the Parseval identity we have especially 
 

(𝑥, 𝑦)0 = (𝑥, 𝑦) 
and because of (**) it holds 

‖𝑥‖2
2 = (𝐴𝑥, 𝐴𝑥)0 ,

 

𝐻2 = 𝐷(𝐴). 
 

The set {𝐻𝛼|𝛼 ≥ 0} is called a Hilbert scale. The condition 𝛼 ≥ 0 is in our context necessary for the 
following reasons: 
 
Since the eigen-values 𝜆𝑖 tend to infinity we would have for 𝛼 < 0: 𝑙𝑖𝑚 𝜆𝑖

𝛼 → 0. Then there exist 
sequences 𝑥̂ = (𝑥1, 𝑥2, . . . ) with 
 

‖𝑥̂‖2
2 < ∞ , ‖𝑥̂‖0

2 = ∞ . 
 

Because of Bessel’s inequality there exists no 𝑥 ∈ 𝐻  with 𝐼𝑥 = 𝑥̂. This difficulty could be overcome by 
duality arguments which we omit here. 
 
 
There are certain relations between the spaces {𝐻𝛼|𝛼 ≥ 0}

 
for different indices: 

 
Lemma 2: Let 𝛼 < 𝛽. Then 

‖𝑥‖𝛼 ≤ ‖𝑥‖𝛽 

and the embedding 𝐻𝛽 → 𝐻𝛼 is compact. 

 
Lemma 3: Let 𝛼 < 𝛽 < 𝛾. Then 
 

‖𝑥‖𝛽 ≤ ‖𝑥‖𝛼
𝜇‖𝑥‖𝛾

𝜈 for 𝑥 ∈ 𝐻𝛾 

with  

𝜇 =
𝛾−𝛽

𝛾−𝛼 
and  𝜈 =

𝛽−𝛼

𝛾−𝛼
. 

 
Lemma 4: Let α < β < γ. To any x ∈ Hβ and t > 0 there is a 𝑦 = 𝑦𝑡(𝑥) according to 

 

i) ‖𝑥 − 𝑦‖𝛼 ≤ 𝑡𝛽−𝛼‖𝑥‖𝛽  
 

ii) ‖𝑥 − 𝑦‖𝛽 ≤ ‖𝑥‖𝛽 ,
  

‖𝑦‖𝛽 ≤ ‖𝑥‖𝛽 
 

iii) ‖𝑦‖𝛾 ≤ 𝑡−(𝛾−𝛽)‖𝑥‖𝛽
  
. 

 
Corollary: Let 𝛼 < 𝛽 < 𝛾. To any 𝑥 ∈ 𝐻𝛽 and 𝑡 > 0 there is a 𝑦 = 𝑦𝑡(𝑥) according to 

 

i) ‖𝑥 − 𝑦‖𝜌 ≤ 𝑡𝛽−𝜌‖𝑥‖𝛽    for  𝛼 ≤ 𝜌 ≤ 𝛽 
 

ii) ‖𝑦‖𝜎 ≤ 𝑡−(𝜎−𝛽)‖𝑥‖𝛽       for  𝛽 ≤ 𝜎 ≤ 𝛾  . 

 
Remark: Our construction of the Hilbert scale is based on the operator 𝐴 with the two properties i) and 

ii). The domain 𝐷(𝐴) of 𝐴 equipped with the norm  
 

‖𝐴𝑥‖2 = ∑ 𝜆𝑖
2(𝑥, 𝜙𝑖)

2
𝑖=1  

  
turned out to be the space 𝐻2, which is densely and compactly embedded into 𝐻 = 𝐻0. It can be shown 

that on the contrary to any such pair of Hilbert spaces there is an operator 𝐴 with the properties i) and 
ii) such that 

𝐷(𝐴) = 𝐻2

 

𝑅(𝐴) = 𝐻0 and  ‖𝑥‖2 = ‖𝐴𝑥‖. 
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Extension and generalizations 
(NiJ1) 

 
 

For 𝑡 > 0 we introduce an additional inner product resp. norm by 
 

(𝑥, 𝑦)(𝑡)
2 = ∑ 𝑒−√𝜆𝑖𝑡(𝑥, 𝜙𝑖)(𝑦, 𝜙𝑖)𝑖=1

     
‖𝑥‖(𝑡)

2 = (𝑥, 𝑥)(𝑡)
2  . 

 

Now the factor has exponential decay 𝑒−√𝜆𝑖𝑡 instead of a polynomial decay in case of 𝜆𝑖
𝛼.  

 
Obviously we have 

‖𝑥‖(𝑡) ≤ 𝑐(𝛼, 𝑡)‖𝑥‖𝛼 for 𝑥 ∈ 𝐻𝛼 

 
with 𝑐(𝛼, 𝑡) depending only from 𝛼 and 𝑡 > 0. Thus the (𝑡)-norm is weaker than any 𝛼-norm. On the 

other hand any negative norm index, i.e. ‖𝑥‖𝛼 with 𝛼 < 0, is bounded by the  0-norm and the newly 

introduced (𝑡)-norm.  
 
It holds: 
 
Lemma: Let 𝛼 > 0 be fixed. The 𝛼-norm of any 𝑥 ∈ 𝐻0 is bounded by 
 

‖𝑥‖−𝛼
2 ≤ 𝛿2𝛼‖𝑥‖0

2 + 𝑒𝑡/𝛿‖𝑥‖(𝑡)
2  

with 𝛿 > 0 being arbitrary. 
 

Proof: The inequality is a consequence of the following inequality 
 

𝜆−𝛼 ≤ 𝛿2𝛼 + 𝑒𝑡(𝛿−1−√𝜆), for any 𝑡, 𝛿, 𝛼 > 0 and 𝜆 ≥ 1. 
 

This holds for the following reasons: 
 

- if 𝜆−1/2 ≤ 𝛿 then obviously 𝜆−𝛼 ≤ 𝛿2𝛼 
 

- in case of 𝜆−1/2 ≥ 𝛿 it holds 𝑒𝑡(𝛿−1−√𝜆) ≥ 1, whereas 
 

- 𝜆−𝛼 ≤ 1  is a consequence of  𝛼 > 0 and 𝜆 ≥ 1. 
 
Remark: This inequality is in a certain sense the counterpart of the logarithmic convexity of the 𝛼-
norm, which can be reformulated in the form (𝜇, 𝜈 > 0,𝜇 + 𝜈 > 1) 
 

‖𝑥‖𝛽
2 ≤ 𝜈𝜀‖𝑥‖𝛾

2 + 𝜇𝑒−𝜈/𝜇‖𝑥‖𝛼
2

  

applying Young’s inequality to 
 

‖𝑥‖𝛽
2 ≤ (‖𝑥‖𝛼

2 )𝜇(‖𝑥‖𝛾
2)𝜈 . 

 
The counterpart of the lemma 4 above is 
 
Lemma: Let 𝑡, 𝛿 > 0 be fixed. To any 𝑥 ∈ 𝐻0 there is a 𝑦 = 𝑦𝑡(𝑥) according to 
 

i) ‖𝑥 − 𝑦‖ ≤ ‖𝑥‖  
 

ii) ‖𝑦‖1 ≤ 𝛿−1‖𝑥‖ 
 

iii) ‖𝑥 − 𝑦‖(𝑡) ≤ 𝑒−𝑡/𝛿‖𝑥‖. 

 
In this paper we are especially concerned with the 𝐻−1/2 − Hilbert space, as the proposed alternative 

framework to model quantum elements in the form 
 

𝜓 = 𝜓0 + 𝜓0
⊥ ∈ 𝐻0 ⊗ 𝐻0

⊥ .  
 

From the above lemma this means that for any bounded  𝜓0 ∈ 𝐻0 it holds ‖𝜓‖−1/2
2 ≤ 𝛿‖𝜓0‖0

2 + 𝑒𝑡/𝛿‖𝜓‖(𝑡)
2 . 
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Eigen-functions and Eigen-differentials 
 

 
Let 𝐻 be a (infinite dimensional) Hilbert space with inner product (. , . ), the norm ‖. . . ‖ and 𝐴 be a 

linear self-adjoint, positive definite operator, but we omit the additional assumption, that 𝐴−1compact. 
Then the operator 1−= AK does not fulfill the properties leading to a discrete spectrum.  
 
We define a set of projections operators onto closed subspaces of 𝐻 in the following way: 
 

𝑅 → 𝐿(𝐻, 𝐻) 
 

𝜆 → 𝐸𝜆: = ∫ 𝜙𝜇(
𝜆

𝜆0
𝜙𝜇 ,∗)𝑑𝜇

   
,
   

𝜇 ∈ [𝜆0, ∞) , 

i.e.                                        

𝑑𝐸𝜆 = 𝜙𝜆(𝜙𝜆,∗)𝑑𝜆 . 
 

The spectrum 𝜎(𝐴) ⊂ 𝐶 of the operator 𝐴 is the support of the spectral measure 𝑑𝐸𝜆. The set 𝐸𝜆 fulfills 
the following properties: 
 

i) 𝐸𝜆 is a projection operator for all 𝜆 ∈ 𝑅 
 

ii) for 𝜆 ≤ 𝜇 it follows 𝐸𝜆 ≤ 𝐸𝜇 i.e. 𝐸𝜆𝐸𝜇 = 𝐸𝜇𝐸𝜆 = 𝐸𝜆 
 

iii) 𝑙𝑖𝑚
𝜆→−∞

𝐸𝜆 = 0 and 𝑙𝑖𝑚
𝜆→∞

𝐸𝜆 = 𝐼𝑑 

 

iv)  𝑙𝑖𝑚
𝜇→𝜆
𝜇>𝜆

𝐸𝜇 = 𝐸𝜆 . 

 
Proposition: Let 𝐸𝜆 be a set of projection operators with the properties i)-iv) having a compact support 
[𝑎, 𝑏]. Let  𝑓: [𝑎, 𝑏] → 𝑅 be a continuous function. Then there exists exactly one Hermitian operator 

𝐴𝑓: 𝐻 → 𝐻 with 

 

(𝐴𝑓𝑥, 𝑥) = ∫ 𝑓(𝜆)𝑑(𝐸𝜆𝑥, 𝑥)
∞

−∞
 . 

 

Symbolically one writes 𝐴 = ∫ 𝜆𝑑𝐸𝜆
∞

−∞
. Using the abbreviation 

 
𝜇𝑥,𝑦(𝜆): = (𝐸𝜆𝑥, 𝑦)

  
, 
 
𝑑𝜇𝑥,𝑦(𝜆): = 𝑑(𝐸𝜆𝑥, 𝑦)

 
one gets 
 

(𝐴𝑥, 𝑦) = ∫ 𝜆𝑑(𝐸𝜆𝑥, 𝑦) =
∞

−∞
∫ 𝜆𝑑𝜇𝑥,𝑥(𝜆)

∞

−∞         
,   ‖𝑥‖1

2 = ∫ 𝜆𝑑‖𝐸𝜆𝑥‖2 =
∞

−∞
∫ 𝜆𝑑𝜇𝑥,𝑥(𝜆)

∞

−∞
 

  

(𝐴2𝑥, 𝑦) = ∫ 𝜆2𝑑(𝐸𝜆𝑥, 𝑦) =
∞

−∞
∫ 𝜆2𝑑𝜇𝑥,𝑥(𝜆)

∞

−∞
 ,  ‖𝐴𝑥‖2 = ∫ 𝜆2𝑑‖𝐸𝜆𝑥‖2 =

∞

−∞
∫ 𝜆2𝑑𝜇𝑥,𝑥(𝜆)

∞

−∞
 . 

 

The function
 
𝜎(𝜆): = ‖𝐸𝜆𝑥‖2 is called the spectral function of 𝐴 for the vector 𝑥. It has the properties of 

a distribution function. It holds the following eigen-pair relations 
 

𝐴𝜙𝑖 = 𝜆𝑖𝜙𝑖     
𝐴𝜙𝜆 = 𝜆𝜙𝜆    

‖𝜙𝜆‖2 = ∞
 
,
 
(𝜙𝜆, 𝜙𝜇) = 𝛿(𝜙𝜆 − 𝜙𝜇). 

 
The 𝜙𝜆 are not elements of the Hilbert space. The so-called eigen-differentials, which play a key role in 
quantum mechanics, are built as superposition of such eigen-functions.  
 
Example: The location operator 𝑄𝑥 

and the momentum operator 𝑃𝑥 both have only a continuous 
spectrum. For positive energies 𝜆 ≥ 0 the Schrödinger equation 
 

𝐻𝜙𝜆(𝑥) = 𝜆𝜙𝜆(𝑥)
 

 
delivers no element of the Hilbert space 𝐻, but linear, bounded functional with an underlying domain 
𝑀 ⊂ 𝐻 which is dense in 𝐻. Only if one builds wave packages out of 𝜙𝜆(𝑥) it results into elements of 𝐻. 
The practical way to find eigen-differentials is looking for solutions of a distribution equation. 
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Krein spaces and potential operators 
(AzT), (BoJ) 

 
 

A Krein space is a Hilbert space 𝐻 with inner product (𝑥, 𝑦), which can be written in the form 𝐻 = 𝐻+ ⊗

𝐻−. There are two equivalent approaches defining Krein spaces based on  
 

- the concept of an indefinite metric (also called a 𝑄-metric) 𝑄(𝑥, 𝑦) ≔ [𝑥, 𝑦] , ∀𝑥, 𝑦 ∈ 𝐻 
 

- a self-adjoint operator 𝐵 defined on all of the Hilbert space 𝐻 inducing the decomposition of 𝐻.  
 
A canonical decomposition of 𝐻 = 𝐻+ + 𝐻− enables the (positive definite) inner product of 𝐻 according 
to 

(*)  (𝑥, 𝑦) = [𝑥+, 𝑦+] − [𝑥−, 𝑦−], 𝑥 = 𝑥+ + 𝑥−, 𝑦 = 𝑦+ + 𝑦−. 
 
For vectors 𝑢, 𝑣 ∈ 𝐻+ we have (𝑢, 𝑣) = [𝑢, 𝑣]; for vectors 𝑢, 𝑣 ∈ 𝐻− we have (𝑢, 𝑣) = −[𝑢, 𝑣]. If 𝑢 ∈ 𝐻+ and 𝑣 ∈

𝐻−, then it follows from (*) that (𝑢, 𝑣) = [𝑢, , 𝜃] − [, 𝜃, 𝑣]. 
 
The formula (*) can be inverted in the following way 
 

[𝑥, 𝑦] = (𝑥+, 𝑦+) − (𝑥−, 𝑦−) resp. [𝑥, 𝑥] = (𝑥+, 𝑥+) − (𝑥−, 𝑥−) 
 

from which it follows 
 

„Positivity, negativity, and neutrality of a vector 𝑥 ∈ 𝐻 are equivalent to the relations 
 

                     ‖𝑥+‖ > ‖𝑥−‖   ,  ‖𝑥+‖ < ‖𝑥−‖   ,  or   ‖𝑥+‖ > ‖𝑥−‖  respectively.“  
 
In short, a Krein space can be looked on as an arbitrary Hilbert space decomposed into usual 
orthogonal sums of two subspaces, equipped in addition to the original Hilbert metric (i.e., the inner 
product (𝑥, 𝑦)) with an additional indefinite metric [𝑥, 𝑦]. 
 
The decomposition of a Krein space generates two mutually complementary projectors 𝑃+ and 𝑃− 
mapping 𝐻 on to 𝐻+ and 𝐻− respectively. Those orthogonal projection operators 𝑃+ and 𝑃− are linked 
to the indefinite metric by, (VaM) chapter IV, 
 

𝜑(𝑥): = [𝑥, 𝑥] = ‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖. 
 
The indefinite metric 𝜑(𝑥) can be interpreted as a „potential“. The related „potential operator“ (in 

mathematics it is called „the canonical symmetry“ 𝐽, (AzT) §3, (BoJ) p. 52) is then given by, (VaM) 

(10.7), (12.6) 

𝑾(𝑥): =
1

2
𝑔𝑟𝑎𝑑𝜑(𝑥) = 𝑃+𝑥 − 𝑃−𝑥 = 𝑥+ − 𝑥−  .  

 
The fundamental properties of the potential operator 𝑾(𝑥) are completeness, invertibility, (𝑾 = 𝑾−1) 

isometry, and symmetry. Thus, the bilinear form (𝑥, 𝑦)𝑊 ≔ (𝑾(𝑥), 𝑦) defines an inner product, (BoJ) p. 

52. 

 

The sub-space 𝐻+ is an eigen-subspace of the operator 𝑾 corresponding to the eigenvalue 𝜆 = 1. 

 

The sub-space 𝐻− is an eigen-subspace of the operator 𝑾 corresponding to the eigenvalue 𝜆 = −1. 

 

The whole spectrum of 𝑾 lies on the join of the points 𝜆 = ±1.  

 

The definition of the potential (canonical symmetry) operator enables a treatment of the results of its 

action as the „mirror reflection“ of the space 𝐻 in the subspace 𝐻+ .   

 

 
 
 
 

 
 



41 
 

Krein spaces and angular operators 
(AzT), (BoJ) 

 
 

By the aid of 𝐽-norms a description of semi-definite subspaces 𝐿 can be given enabling the definition of 

an angular operator 𝐾+: 𝐻+ → 𝐻− with domain 𝐷(𝐾+) = 𝑃+(𝐿) and range 𝑅(𝐾+) = 𝑃−(𝐿), (BoJ) p. 54. For 

the following we refer to (AzT) p. 48 ff. and (BoJ) p. 54.  

 

Let 𝐿 ⊂ 𝐻 in a Krein space 𝐻 = 𝐻+ ⊗ 𝐻− and 𝑃± the canonical projectors. Then the bounded linear 
operator 

𝐾+ ≔  𝑃−(𝑃+|𝐿)−1 ∶  𝑃+|𝐿  →  𝐻− 
 

is called the angular operator for 𝐿 with respect to 𝐻+. The meaning of this nomenclature is explained 
by the following picture, (AzT) p. 61: 
 

         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Theorem 8.2 (AzT) p. 49 (see also Theorem 11.6, (BoJ) p. 54): The set of vectors 
 

𝐿 = {𝑥+ + 𝐾𝑥+}𝑥+∈𝐿+ 

 
in which 𝐿+ is an arbitrary lineal from 𝐻+, and 𝐾 ∶  𝐿+  →  𝐻− is an arbitrary compression (‖𝐾‖ ≤ 1), gives 
the general form of all 𝐿+ ⊂ 𝐻+ of the Krein space 𝐻 = 𝐻+ ⊗ 𝐻−, and 𝐿+ = 𝑃+(𝐿)  and 𝐾 is the angular 
operator for 𝐿 with respect to 𝐻+. 
 
Let ‖𝑥‖𝑊

2 = ‖𝑥‖𝐽
2 = ‖𝑥+‖2 − ‖𝑥−‖2  denote the 𝐽 = 𝑊-inner product related (potential) norm. 

 
Theorem 11.7 ((BoJ) p. 54): A subspace 𝐿 ⊂ 𝐻 is positive if and only if the angular operator 𝐾+ of 𝐿 
with respect to 𝐻+ exists and satisfies the condition 
 

‖𝐾+𝑥+‖𝑊
2 ≤ ‖𝑥+‖𝑊

2  , 𝑥+ ∈ 𝐷(𝐾+). 
 
In particular, positive definite subspaces are characterized by the property 
 

‖𝐾+𝑥+‖𝑊
2 < ‖𝑥+‖𝑊

2  , 𝑥+ ∈ 𝐷(𝐾+), 𝑥+ ≠ 0, 
and neutral subspaces by   

‖𝐾+𝑥+‖𝑊
2 = ‖𝑥+‖𝑊

2  , 𝑥+ ∈ 𝐷(𝐾+). 
 
Remark: For negative subspaces similar statements, involving 𝐾− instead of 𝐾+, are valid.An ordered pair of subspaces  {𝐿1, 𝐿2} 
of the Krein space 𝐻 will be called an alternating pair provided 𝐿1   is positive, 𝐿2 is negative, and 𝐿1 ⊥ 𝐿2 . If, in addition, 𝐿1 is 
maximal positive and 𝐿2 is maximal negative, the pair{𝐿1, 𝐿2} is called alternating maximal pair. For related (maximal) dissipative 
operators and the spectra of unitary and self-adjoint operators we refer to we refer to (BoJ) V, VI. 

 

In the figure above a non-negative (even positive) subspace 𝐿 ⊂ 𝐻 is shown. For any 𝑥 ∈ 𝐿 
we have 𝑥 = 𝑥+ − 𝑥−, and 𝑥− = 𝐾𝑥+, where 𝐾 is the operator of rotating the vector 𝑥+ 
through an angle 𝜋/2 (in the positive direction), and then multiplying by a scalar 𝑘 = 𝑡𝑎𝑛𝜑 - 

the angular coefficient of the „line“ 𝐿  . … 
 

If 𝜑 is always understood to be the minimal angle between 𝐿 and „the axis“ 𝐻+, then tan (𝜑) =
‖𝐾‖. In the general case too (𝑑𝑖𝑚𝐻 ≤ ∞) for the angular operator 𝐾 of a non-negative 
subspace 𝐿 we have 𝑡𝑎𝑛 (𝜑(𝐿, 𝐻+) = ‖𝐾‖, if the (minimal) angle 𝜑 is defined by the equality 
𝑠𝑖𝑛 (𝜑(𝐿, 𝐻+) = 𝑠𝑢𝑝𝑒∈𝑆(𝐿)‖𝑒 − 𝑍𝑃+𝑒‖, where 𝑆(𝐿) is the unit sphere of the lineal 𝐿 (‖𝑒‖ = 1). 
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Hyperboloids generated by operators 
(VaM) p. 92 

 
 

Let 𝐵 be self-adjoint operator defined on all of the Hilbert space 𝐻. Since it follows that 𝐵 is bounded, 
then 
 

𝑖𝑛𝑓{ (𝐵𝑥, 𝑥) = 𝑎 | ‖𝑥‖ = 1} > ∞ , 𝑠𝑢𝑝{ (𝐵𝑥, 𝑥) = 𝑏 | ‖𝑥‖ = 1} < ∞. 
 
We shall assume that 𝑎 < 0, 𝑏 > 0. Further, let 𝐸𝑡 be the resolution of the odentity corresponding to B; 

then 𝐸𝑏 − 𝐸0 = 𝑃1 is a projection operator onto  subspace 𝐻1 ⊂ 𝐻 which reduces 𝐵. Thus, the operator  
induces a decomposition of  into the direct sum of subspaces 𝐻1 and 𝐻2 (𝐻 = 𝐻1 ⊗ 𝐻2) and thereby 
generated a hyperboloid 
 

𝜑(𝑥) = 𝜑(𝑥+ + 𝑥−) = √‖𝑃1‖2 − ‖𝑃2‖2 = 𝑐 > 0, 

 
where 𝑃2 is the projection onto 𝐻2.  
 
In the case where the positive part of the spectrum of 𝐵 lies in an interval [𝑚, 𝑏], where 𝑚 > 0, then the 
inequality 
 

‖𝐵𝑥‖ ≥
𝑚

√2
√𝜑2(𝑥) + ‖𝑥‖2 ≥

𝑚

√2
√𝑐2 + ‖𝑥‖2 

 
holds for every 𝑥 in the hyperbolic region 𝑉𝑐 defined by 
 

𝜑(𝑥) = √‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 ≥ 𝑐 > 0, 

 
as well as in the conical region 𝑉0 defined by 
 

𝜑(𝑥) = √‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 ≥ 0 . 

 
Remark: It should be remarked that in some cases the operator 𝐵 leaves invariant the hyperbolic 
regions 𝑉𝑐, which it generates. This is the case, for example, when the positive part of the spectrum of 

𝐵 lies in the interval [1, 𝑏] and the negative part lies in [−1,0]. In fact, we then have 
 

((𝐵𝑥)) = ‖𝑃+𝐵𝑥‖2 − ‖𝑃−𝐵𝑥‖2 = ‖𝐵𝑃+𝑥‖2 − ‖𝐵𝑃−𝑥‖2 

 

= ∫ 𝑡2𝑑(𝐸𝑡
𝑏

1
𝑃+𝑥, 𝑃+𝑥) − ∫ 𝑡2𝑑(𝐸𝑡

0

−1
𝑃−𝑥, 𝑃−𝑥)  

 

≥ ‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 ≥ 𝑐2.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



43 
 

Alternating pairs and dissipative operators in Hilbert space 
 
 

(BoJ) p. 39: Let 𝐻0 denote a Hilbert space with with inner product (𝑥, 𝑦)0, 𝑥, 𝑦 ∈ 𝐻0 and norm ‖𝑥‖ and 

let 𝑊 be an arbitrary bounded self-adjoint operator (𝑊 = 𝑊∗) given on 𝐻0. Then the Hermitian 

sesquilinear form [𝑥, 𝑦] = (𝑊𝑥, 𝑦)0 = 𝑄(𝑥, 𝑦) defines in 𝐻0 an indefinite metric which we shall call the 
𝑊-metric, and we shall call the space 𝐻0 itself with the 𝑊-metric a 𝑊-space. 𝑊 is called the Gram 

operator of the space 𝐻0. 
 
(BoJ) p. 91: A linear operator 𝐴  with an arbitrary domain of definition 𝐷(𝐴), operating in a 𝑊-space 
𝐻0, is said to be  𝑊-dissipative if 𝐼𝑚[𝐴𝑥, 𝑥] ≥ 0  for all 𝑥 ∈ 𝐷(𝐴), and to be maximal 𝑊-dissipative if it is 

𝑊-dissipative and coincides with any 𝑊 -dissipative extension of it. 
 
An ordered pair of subspaces  {𝐿1, 𝐿2} of the Krein space 𝐻 will be called an alternating pair provided 

𝐿1 is positive, 𝐿2 is negative, and 𝐿1 ⊥ 𝐿2 . If, in addition, 𝐿1 is maximal positive and 𝐿2 is maximal 

negative, the pair {𝐿1, 𝐿2} is called alternating maximal pair.  
 
By an alternating extension of the alternating pair {𝐿1, 𝐿2} we mean an alternating pair {𝐿1

′ 𝐿2
′ } such that 

𝐿1 ⊂ 𝐿1
′ , 𝐿2 ⊂ 𝐿2

′ . 
 

Theorem 9.1 (BoJ) p. 115: Every alternating pair in the Krein space 𝐻 can be extended 
to an alternating maximal pair. 

 
The concept of alternating pairs can be applied to prove the existence of maximal dissipative 

operators 𝑇1
(0)

, 𝑇2
(0)

 of dissipative operators 𝑇1, 𝑇2 with dense domains 𝐷(𝐿1), D(𝐿2) in 𝐻0 (i.e., 

dissipative operators having no dissipative proper extension) satsifying 
 

[𝑇1𝑥1, 𝑥1] + [𝑥1, 𝑇1𝑥1] ≤ 0, 𝑥1 ∈ 𝐷(𝑇1) 
 

[𝑇2𝑥2, 𝑥2] + [𝑥2, 𝑇2𝑥2] ≤ 0, 𝑥2 ∈ 𝐷(𝑇2). 
 

Theorem (BoJ) p. 118: If {𝐿1
(0)

, 𝐿1
(0)

} is an alternating maximal pair extending 

{𝐷(−𝑇1), 𝐷(−𝑇2)}, then the operators 𝑇1
(0)

, 𝑇2
(0)

 defined by the relations 𝐿1
(0)

= 𝐷(−𝑇1
(0)

), 

𝐿2
(0)

= 𝐷(−𝑇2
(0)

) are maximal dissipative operators of the dissipative operators 𝑇1, 𝑇2, and 

every solution can be obtained in this way. 
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Krein space based ellipsoids & hyperboloids 
accompanied by hyperbolic and conical regions 

 
 

Putting 𝑥+ ≔ 𝑃+𝑥, 𝑥− ≔ 𝑃−𝑥 the self-adjoint operator 𝐵 defined on all of the Hilbert space 𝐻 generates 
a hyperboloid and a related ellipsoid  
 

i) Hyperboloid:  𝜑(𝑥+ + 𝑥−) = ‖𝑥+‖2 − ‖𝑥−‖2 = 𝑐 > 0 
 

ii) Ellipsoid: 
 ‖𝑥+‖

2

𝑎+
2 +

‖𝑥−‖2

𝑎−
2 = 1 ; elliptical region: 𝐸𝑐 ≔ {𝑥 ∈ 𝐻|

 ‖𝑥+‖
2

𝑎+
2 +

‖𝑥−‖2

𝑎−
2 ≤ 𝑐, 𝑐 > 0}. 

 

A hyperbolic region 𝑉c is defined by 

 

((𝑥)) = √‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 ≥ 𝑐 > 0 

 

A conical region 𝑉0 is defined by 

 

((𝑥)) = √‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 ≥ 0 .  

 

Evidently 𝑉𝑐 is a subspace of 𝑉0. If 𝑥 is an exterior point of the conical region 𝑉0, then those points of 

the ray 𝑡𝑥, 𝑡 ∈ [0, ∞) for which 𝑡 ≥ 𝑐/𝑎 belong to the hyperbolic region 𝑉𝑐, and those for which 0 ≤ 𝑡 < 𝑐/𝑎 

do not belong to 𝑉𝑐. If 𝑥 is not an element of 𝑉0, then the ray 𝑡𝑥, 𝑡 ∈ [0, ∞) does not have any point in 

common with 𝑉𝑐. Thus, every interior ray of the conical region 𝑉0 intersects the hyperbolid ((𝑥)) = 𝑐 > 0 

in a single point. We denote by 𝐾 the boundary of the conical region 𝑉0. The manifold 𝐾 is defined by 

the condition ((𝑥)) = 0. If we look at the unit sphere 𝑆1 (‖𝑥‖2 = 1), then those points of 𝑆1 for which 

‖𝑃+𝑥‖ = ‖𝑃−𝑥‖ belong to 𝐾, and those points of 𝑆1 for which ‖𝑃+𝑥‖ > ‖𝑃−𝑥‖ intersect the hyperboloid 

((𝑥)) = 𝑐 > 0 at the point whose distance from 𝜃 is given by   

 

𝑡 = c(‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2)−1/2. 

 

From this it is seen that 𝑡 → ∞ if ‖𝑃+𝑥‖2 − ‖𝑃−𝑥‖2 → 0, i.e. the manifold 𝐾 is an asymptotic conical 
manifold for the hyperboloid ((𝑥)) = 𝑐 > 0. 

 

 
Theorem (ZaC) p. 291: Let 𝐻 denote a Hilbert space with inner product (∙,∙) and 𝐾 ⊂ 𝐻 be a closed 
convex cone. For every 𝑥 ∈ 𝐻 let 𝑃𝐾𝑥 (which is uniquly defined) denote the projection of 𝑥 on 𝐾. Putting 
 

𝐾− ≔ −𝐾+ ≔ {𝑦 ∈ 𝐻⌉ (𝑥, 𝑦) ≤ 0, ∀𝑥 ∈ 𝐻} 
 
it holds 
 

∀𝑥 ∈ 𝐻 𝑥 = 𝑃𝐾𝑥 + 𝑃𝐾−

𝑥 and (𝑃𝐾𝑥, 𝑃𝐾−

𝑥) = 0. 
 

Conversely, if 𝑥 = 𝑥1 + 𝑥2 with 𝑥1 ∈ 𝐾, 𝑥2 ∈ 𝐾− and (𝑥1, 𝑥2) = 0 then 𝑥1 = 𝑃𝐾𝑥 and 𝑥2 = 𝑃𝐾−
𝑥. 
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The Gauss-Weierstrass and Abel-Poisson kernels 
(PeB) 

 
 

Let 𝑭 denote the Fourier transform operator, and 𝜀 > 0. The Gauss-Weierstrass and Abel-Poisson 
kernels are defined by 
 

𝑊𝜉, 𝜀) ≔ (2𝜋)−𝑛𝑭(𝑒−𝜀|𝑥|2
) = (4𝜋𝜀)−𝑛/2𝑒−|𝜉|2/4𝜀 

 

𝑃𝜉, 𝜀) ≔ (2𝜋)−𝑛𝑭(𝑒−𝜀|𝑥|) =
𝛤(

𝑛+1

2
)

𝜋
𝑛+1

2

𝜀

(|𝜀|2+|𝜉|2)(𝑛+1)/2  

 
The two kernels play a key role in the theory of Fourier transforms. For 𝑓 ∈ 𝐿1(𝑅𝑛) it holds 
 

(2𝜋)−𝑛𝑓(𝑥) = lim
𝜀→0

∫ 𝑒𝑖〈𝑥,𝜉〉𝑓(𝜉)𝑒−𝜀|𝜉|2
𝑑𝜉  

 

(2𝜋)−𝑛𝑓(𝑥) = lim
𝜀→0

∫ 𝑒𝑖〈𝑥,𝜉〉𝑓(𝜉)𝑒−𝜀|𝜉|𝑑𝜉  

 
If 𝑓 ∈ 𝐿2(𝑅𝑛), then 
 

𝑓(𝜉) = lim
𝜀→0

∫ 𝑒−𝑖〈𝑥,𝜉〉𝑓(𝑥)𝑒−𝜀|𝑥|2
𝑑𝑥  

 

𝑓(𝜉) = lim
𝜀→0

∫ 𝑒−𝑖〈𝑥,𝜉〉𝑓(𝑥)𝑒−𝜀|𝑥|𝑑𝑥. 
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The Dirichlet (energy inner product) integral  
 
 

The mathematical-physical laws, which govern the charges and the related energy factors are 
represented by variational potential operator equations based on appropriately defined spaces, (ChJ). 
The Hilbert space for thermo-statistical relevant particles is the standard Hilbert space 𝐿2 = 𝐻0 
equipped with the Lebesgue integral based inner product (∙,∙)0.  
 
The standard 𝐻0-based variational energy Hilbert space with respect to the Laplacian potential 
operator is 𝐻1, equipped with the (Dirichlet integral) inner product  𝐷(∙,∙) ≔ (∙,∙)1 ≔ (∇ ∙, ∇ ∙)0. The 
elements of the kinematical energy Hilbert space 𝐻1 can be represented as superposition of Fourier 
waves ∈ 𝐻1. Accordingly, the 𝐻−1/2-variational energy Hilbert space with respect to the Laplacian 

potential operator is the Hilbert space 𝐻1/2, accompanied by the concept of wavelets. 

 
We note that the mathematical link between the Hilbert scales 𝐻𝛼 and the Dirac radiation theory is 

given by the Sobolev embedding theorem in the form 𝐻−𝑘/2−𝜀 ⊂ 𝐶0. 

 
Hilbert scales 𝐻𝛼 are built resp. equipped with discrete eigenpair based orthogonal systems {𝜑𝑛}𝑛∈𝑁.  

 

The model problem is the Laplacian operator accompanied by a countable (eigenpair) sequence 
{𝜆𝑖 , 𝜙𝑖} with 

 

𝐴𝜙𝑛 = 𝜆𝑛𝜙𝑛 
,

   

(𝜙𝑖 , 𝜙𝑘) = 𝛿𝑖,𝑘 and 𝑙𝑖𝑚
𝑛→∞

𝜆𝑛. 

 
The extended Hilbert space 𝐻𝛼 is defined by the following inner product resp. norm 
 

(𝑥, 𝑦)𝛼 = ∑ 𝜆𝑖
𝛼(𝑥, 𝜙𝑖)(𝑦, 𝜙𝑖)𝑖=1 ,

   

‖𝑥‖𝛼
2 = (𝑥, 𝑥)𝛼 . 

 

Lemma: for any triple 𝛼, 𝛽, 𝛾 with 𝛼 < 𝛽 < 𝛾 it holds ‖𝑥‖𝛼 ≤ ‖𝑥‖𝛽
2  ∀𝑥 ∈ 𝐻𝛽 and 

 

‖𝑥‖𝛽 ≤ ‖𝑥‖𝛼
𝜇‖𝑥‖𝛾

𝜈  ∀𝑥 ∈ 𝐻𝛾 
 

with 𝜇 =
𝛾−𝛽

𝛾−𝛼
, 𝜈 =

𝛽−𝛼

𝛾−𝛼
. 
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Hyperbolic shift theorems 
 
 

We consider the following hyperbolic (wave equation) model problem 
 

𝑤̈ − 𝑤″ = 𝑓   in (0,1) × [0, 𝑇] 
 

𝑤(0, 𝑡) = 𝑤(1, 𝑡) = 0  for 𝑡 ∈ (0, 𝑇] 
 

𝑤̇(0, 𝑡) = 𝑤̇(1, 𝑡) = 0  for 𝑡 ∈ (0, 𝑇] 
 

𝑤(𝑥, 𝑜) = 0    for 𝑥 ∈ (0,1). 
   

There is no corresponding shift theorem possible in Hilbert scales characterized by a polynomial 

decay in case of 𝜆𝑖
𝛼 (*). It turned out that the Hilbert space characterized by an exponential decay 𝑒−√𝜆𝑖𝑡 

with the inner product resp. norm in the form 
 

(𝑥, 𝑦)(𝑡)
2 = ∑ 𝑒−√𝜆𝑖𝑡(𝑥, 𝜙𝑖)(𝑦, 𝜙𝑖)𝑖=1

  

𝑡 > 0

  

‖𝑥‖(𝑡)
2 = (𝑥, 𝑥)(𝑡)

2  . 

 
governs „optimal“ shift theorems for hyperbolic equations. 
 
 Let 𝑤𝑖 : = (𝑤, 𝜙𝑖) resp. 𝑓𝑖: = (𝑓, 𝜙𝑖) being the generalized Fourier coefficient related to the eigen-pairs  

−𝑣𝑖
″ = 𝜆𝑖𝑣𝑖. Then it holds   

                      
𝑤̈𝑖(𝑡) + 𝜆𝑖𝑤𝑖(𝑡) = 𝑓𝑖(𝑡)  and 𝑤𝑖(0) = 𝑤̇𝑖(0) = 0 . 

with the solution 

𝑤𝑖(𝑡) =
1

√𝜆𝑖
∫ sin (√𝜆𝑖(𝑡 − 𝜏)

𝑡

0
𝑓𝑖(𝜏)𝑑𝜏 .  

 
 

Lemma: 
 

∫ ‖𝑤‖𝑘+2,(𝑡)
2 𝑑𝑡

𝑇

0
≤ 𝑐 ∫ ‖𝑓‖𝑘,(𝑡)

2 𝑑𝑡
𝑇

0
 . 

 
 

Proof: It holds for  𝜏 ≤ 𝑡 
 

∫ ‖𝑤‖𝑘+2,(𝑡)
2 𝑑𝑡

𝑇

0
= ∑ 𝜆𝑖

𝑘+2 ∫ 𝑒−√𝜆𝑖𝑡𝑤𝑖
2(𝑡)𝑑𝑡 ≤

𝑇

0
∑ 𝜆𝑖

𝑘+2 ∫ 𝑒−√𝜆𝑖𝑡 [
1

√𝜆𝑖
∫ sin (√𝜆𝑖(𝑡 − 𝜏)

𝑡

0
𝑓𝑖(𝜏)𝑑𝜏]

2

𝑑𝑡
𝑇

0
    

 

≤ ∑ 𝜆𝑖
𝑘+1 ∫ 𝑒−√𝜆𝑖𝑡(∫ sin (√𝜆𝑖(𝑡 − 𝜏)𝑑𝜏

𝑡

0
) [∫ sin (√𝜆𝑖(𝑡 − 𝜏)𝑑𝜏

𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏] 𝑑𝑡
𝑇

0
   

 

≤ ∑ 𝜆𝑖
𝑘+1/2

∫ 𝑒−√𝜆𝑖𝑡 [∫ 𝑓𝑖
2(𝜏)𝑑𝜏

𝑡

0
] 𝑑𝑡

𝑇

0
 . 

 
Exchanging the order of integration gives 
 

∫ ∫ 𝑒−√𝜆𝑖𝑡𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏𝑑𝑡
𝑇

0
= ∫ ∫ 𝑒−√𝜆𝑖𝑡𝑇

𝑡
𝑓𝑖

2(𝜏)𝑑𝑡𝑑𝜏 = ∫ 𝑓𝑖
2(𝜏)𝑑𝑡 [∫ 𝑒−√𝜆𝑖𝑡𝑇

𝑡
𝑑𝜏]

𝑇

0

𝑇

0
  

 

                            ≤
1

√𝜆𝑖
∫ 𝑓𝑖

2(𝜏)𝑑𝑡
𝑇

0
 . 

 
 
 
 

(*) the counter example is given by the function 
 

𝛷(𝑥, 𝑡) ≔ 𝑒−(
1

2
−(𝑥−𝑡))2

, 𝑢(𝑥, 𝑡) ≔ 𝑡2𝛷(𝑥, 𝑡), 𝑓(𝑥, 𝑡) ≔ 2𝛷(𝑥, 𝑡) − 4𝑡𝛷′(𝑥, 𝑡) 
 

fulfilling the relationships 
 

𝛷̇(𝑥, 𝑡) = −𝛷′(𝑥, 𝑡), 𝛷̈(𝑥, 𝑡) = 𝛷′′(𝑥, 𝑡), 𝑢̈(𝑥, 𝑡) − 𝑢′′(𝑥, 𝑡) = 𝑓(𝑥, 𝑡) 
 

and      
                                        ‖𝑢′′‖𝐿2(𝐿2)~‖𝛷′′‖𝐿2(𝐿2)     but    ‖𝑓‖𝐿2(𝐿2)~‖𝛷′‖𝐿2(𝐿2). 
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Dirac’s point charge model 𝜹 ∈ 𝑯−𝒏/𝟐−𝜺 and … 
 

(FeE): „Dirac‘s theory of radiation is based on a very simple idea; instead of considering an atom and the 
radiation field with which it interacts as two distinct systems, he treats them as a single system whose energy is 
the sum of three terms: one representing the energy of the atom, a second representating the electromagnetic 
energy of the radiation field, and a small term representing the coupling energy of the atom and the radiation 
field“. 
 

(RiW): „In the special cases in which an electromagnetic process remains restricted to a finite space, the 
process can be represented in the form, (RiW) 
 

𝑓 = 𝑓1 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡−
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

as well as in the form 

𝑓 = 𝑓2 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡+
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

 

and in other forms. … Ritz considers the resstriction to the form of retarded potentials as one of the roots of the 
second law, while Einstein believes that irreversibility is exclusively due to reasons of probability. 
 

 
The mathematical link between the Hilbert scales 𝐻𝛼 and the Dirac radiation theory is given by  
 

- the Dirac point charge “function” 𝛿 ∈ 𝐻−𝑘/2−𝜀 (where 𝑘 denotes the space dimension) 
 

- the Sobolev embedding theorem in the form 𝐻−𝑘/2−𝜀 ⊂ 𝐶0.  

 

The proposed „quanta potential Krein scale framework“ deals with an „Dirac approximation function“ 
𝛿∗ ∈ 𝐻−1/2. 

 

… Sobolev functions 
 
 

The mathematical link between the Hilbert scales 𝐻𝛼 and the Dirac radiation theory is given by  
 

- the Dirac point charge “function” 𝛿 ∈ 𝐻−𝑛/2−𝜀 (where 𝑛 denotes the space dimension) 
 

- the Sobolev embedding theorem in the form 𝐻−𝑛/2−𝜀 ⊂ 𝐶0.  

 

For the proposed Dirac approximation function 𝛿∗ it holds 𝛿∗ ∈ 𝐻−1/2. 

 
… piecewise defined functions 

 
The regularity of piecewise defined functions 𝐶0

′ with respect to scales of Sobolev spaces is given by, 

(NiJ2) 𝐶0
′ ⊂ 𝐻𝜗 , 𝜗 ∈ (0,1/2). 

 
… wavelets 

 
The elements of the „approximating Dirac“ energy Hilbert space 𝐻1/2 (related to 𝛿∗ ∈ 𝐻−1/2) are 

mathematically related to wavelets. A wavelet tool analysis can be interpreted as a „mathematical 
microscope“ analysis.:A mathematical microscope is to look at the details that are added if one goes 
from a scale 𝑎 to a scale 𝑎 − 𝑑𝑎, where 𝑑𝑎 is infinitesimally small. The mathematical microscope 

tool 'unfolds' a function 𝑓 over the one-dimensional space 𝑅 into a function over the two-dimensional 

half-plane of "positions" and "details/enlargements" by "optics (wavelet function 𝑔)". This two-
dimensional parameter space may also be called the position-scale half-plane, (HoM), (LoA), (MeY). 
 
Dirac’s proven electron radiation theory based on the mathematical model of a „point charge“ 
distributional function Dirac function 𝛿 ∈ 𝐻−𝑛/2−𝜀 (where 𝑛 denotes the space dimension of the 

underlying domain) accompanied by indefinite energies of the related Klein-Gordon equation → 𝛿∗ ∈
𝐻−1/2. 

 
… thermostatistics 

 
The „Dirac function approximation“ 𝛿∗ = 𝛿0 + 𝛿0

⊥ is related to a „thermo-statistical“ relevant particles 𝛿0 ∈

𝐿2 = 𝐻0 by the inequality 
 

‖𝛿∗‖−1/2
2 ≤ 𝛿‖𝛿0‖0

2 + 𝑒𝑡/𝛿‖𝛿∗‖(𝑡)
2  with 𝛿 > 0 being arbitrary. 
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The Coulomb potential model 
 
 

(RiW): „In the special cases in which an electromagnetic process remains restricted to a finite space, the 
process can be represented in the form, (RiW) 
 

𝑓 = 𝑓1 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡−
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

as well as in the form 

𝑓 = 𝑓2 =
1

4𝜋
∫

𝜑(𝑥′,𝑦′,𝑧′,𝑡+
𝑟

𝑐
)

𝑟
𝑑𝑥′𝑑𝑦′𝑑𝑧′  

 

and in other forms. … Ritz considers the resstriction to the form of retarded potentials as one of the roots of the 
second law, while Einstein believes that irreversibility is exclusively due to reasons of probability. 

 
Mathematically speaking in the 3D case any vector field can be decomposed into a rotation free field 
and a source free component: 
 

Theorem (Helmholtz decomposition): Let 𝑽: 𝑅3  →  𝑅3 a continuous differentiable vector 

field with 𝑽(𝒙) = 𝑂(
1

|𝒙|2+𝜀
) and 𝑽′(𝒙) = 𝑂(

1

|𝒙|3+𝜀
) for |𝒙| → ∞ and 

 

𝜑(𝒙) ≔ −
1

4𝜋
∭

𝑑𝑖𝑣𝑽(𝒚)

|𝒙−𝒚|𝑅3 𝑑𝜏𝒚 , 𝑨(𝒙) ≔
1

4𝜋
∭

𝑟𝑜𝑡𝑽(𝒚)

|𝒙−𝒚|𝑅3 𝑑𝜏𝒚. 

Then it holds 
 

i) 𝑽 = 𝑔𝑟𝑎𝑑(𝜑) + 𝑟𝑜𝑡𝑨 
 

ii) ∆𝜑 = 𝑑𝑖𝑣(𝑔𝑟𝑎𝑑(𝜑)) = 𝑑𝑖𝑣𝑽. 
 

For the (scalar) electrostatic potential 𝛷(𝑟) of the electric field 𝑽(𝑟) = 𝐸⃗⃗(𝑟)  it follows 
 

𝑑𝑖𝑣𝐸⃗⃗(𝑟) = −𝑑𝑖𝑣𝑔𝑟𝑎𝑑𝛷(𝑟) = −∆𝛷(𝑟) = 4𝜋𝜌 
 

𝑟𝑜𝑡𝐸⃗⃗(𝑟) = 𝑑𝑖𝑣𝑔𝑟𝑎𝑑𝛷(𝑟) = 0. 

 
In summary, in the 3D case the (scalar) electrostatic potential 𝛷(𝑟) in an electric field 𝐸⃗⃗(𝑟) and the 
Dirac point charge density 𝜌(𝑟) are related to each other by the equations 
 

∆𝛷(𝑟) = −4𝜋𝜌(𝑟) and 𝐸⃗⃗(𝑟) = −𝑔𝑟𝑎𝑑𝛷(𝑟). 
 

The three-dimensional Coulomb potential (function) is defined by 𝑓(𝑟) =
1

𝑟
=

1

|(𝑟)|
 . The related 

regularized „screened“ three-dimensional Yukawa-Coulomb potential (function) is given by 
 

𝑓(𝑟) =
1

𝑟
𝑒−𝜀𝑟. 

 
The related (scalar) electrostatic potential function 𝑢 = 𝛷 is given by the solution of the Poisson 
equation ∆𝑢(𝑟) = 𝑓(𝑟) resp. by the three-dimensional Fourier transform equation in the form 
 

−𝑘2𝑢̂(𝑘⃗⃗) = 𝑓(𝑘⃗⃗)  

 
in which 𝑓 is proportional to the charge „density 𝜌(𝑟) = 𝑞𝛿(𝑟 − 𝑟0), (i.e. the density is a point charge 
density of a 3-D space element) in the form 𝑓(𝑟) = −4𝜋𝜌(𝑟). The distributional relationship between the 
3D-Coulomb potential function 𝑢 and its Fourier transform 𝑢̂ is given by 
 

1

𝑟
  ↔  

4𝜋

𝑘2 , 

from which it follows that 

𝑢(𝑟) = − ∫
𝑓(𝑠)

|𝑟−𝑠|
𝑑3𝑠 . 

 
The 𝑘−2 dependency of the Coulomb force is confirmed by experiments in the range of 10−12 … 10−11. 

For experiments and related calculations in a smaller range the Coulomb law is only restrictedly 

applicable. In case of the Coulomb interaction within a hydrogen atom the related correction term is 

given by the fine structure constant ~1/137, i.e., the error is in the percentage range, (FlT) p. 39. 
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Complementary variational principles and the method of Noble 
 
 

The method of Noble ((VeW) 6.2.4), (ArA) 4.2), is about two properly defined operator equations, to 
analyze (nonlinear) complementary extremal problems. The Noble method leads to a “Hamiltonian” 
function W(∙,∙) which combines the pair of underlying operator equations (based on the “Gateaux 
derivative” concept) 
 
Let (𝐸, ⟨, ⟩) and (𝐸′, (, )) be Hilbert spaces and  𝑇: 𝐸 → 𝐸′ , 𝑇∗: 𝐸′ → 𝐸 linear operators fulfilling (𝑢′, 𝑇𝑢) =
⟨𝑇∗𝑢′, 𝑢⟩ and let 𝑊: 𝐸′𝑥𝐸 → 𝑅 a functional fulfilling 
 

𝑇 =
𝜕𝑊(𝑢′,)

𝜕𝑢′     and    𝑇∗ =
𝜕𝑊(.,𝑢)

𝜕𝑢
 

 
i.e., the operators 𝑇 and 𝑇∗ are deviations from  𝑊(. , . )  in the sense of Gateaux, i.e. 
 

𝑙𝑖𝑚
𝐹(𝑢+𝑡𝑣)−𝐹(𝑣)

𝑡
= 𝐹𝑢(𝑣) for all 𝑣 ∈ 𝐸 . 

 

Putting  𝑊(𝑢′, 𝑢): =
1

2
(𝑢′, 𝑢′) − 𝐹(𝑢)  the minimization problem 

 
(*)        𝐽(𝑢): = (𝑇𝑢, 𝑇𝑢) + 2𝐹(𝑢) → 𝑚𝑖𝑛

   
,
   

𝑢 ∈ 𝑈 ⊂ 𝐸 
 

leads to 𝑇𝑢 = 𝑢′ and (𝑇∗𝑢′, . ) = −𝐹𝑢(. ) and therefore to 
 
Lemma A.2 (method of Noble): If 𝐹(. ) is a convex functional it follows that 𝑊(𝑢′, 𝑢) is convex 

concerning  𝑢′ and concave concerning 𝑢. The minimization problem (*) is equivalent to the variational 
equation 
 

(𝑣′, 𝑇𝜙) + 𝐹𝑢(𝜙) = 0  for all 𝜙 ∈ 𝑈   resp.   (𝑇∗𝑣′, 𝜙) = −𝐹𝑢(𝜙) for all 𝜙 ∈ 𝑈. 
 

i.e., there is a characterization of the solution of (*) as a saddle point. 
 
 

Non-linear minimization problems 
 
 

Non-linear minimization problems can be analyzed as saddle point problems on convex manifolds in 
the following form (VeW): 
 

(*)    𝐽(𝑢): 𝑎(𝑢, 𝑢) − 𝐹(𝑢) → 𝑚𝑖𝑛 ,    𝑢 − 𝑢0 ∈ 𝑈. 
 

Let 𝑎(⋅,⋅) ∶   𝑉 × 𝑉 → 𝑅 a symmetric bilinear form with energy norm ‖𝑢‖2: = 𝑎(𝑢, 𝑢). Let further 𝑢0 ∈ 𝑉 
and 𝐹(⋅): 𝑉 → 𝑅 a functional with the following properties:  
 

i)  𝐹(⋅): 𝑉 → 𝑅 is convex on the linear manifold 𝑢0 + 𝑈, i.e. for every  𝑢, 𝑣 ∈ 𝑢0 + 𝑈 it holds  
𝐹((1 − 𝑡)𝑢 + 𝑡𝑣) ≤ (1 − 𝑡)𝐹(𝑢) + 𝑡𝐹(𝑣) for every  𝑡 ∈ [0,1] 

 

ii)  𝐹(𝑢) ≥ 𝛼 for every  𝑢 ∈ 𝑢0 + 𝑈 
 

iii)  𝐹(⋅): 𝑉 → 𝑅 is Gateaux differentiable, i.e. it exits a functional 𝐹𝑢(⋅): 𝑉 → 𝑅 with  
 

𝑙𝑖𝑚
𝑡→0

𝐹(𝑢+𝑡𝑣)−𝐹(𝑣)

𝑡
= 𝐹𝑢(𝑣). 

 

 Then the minimum problem (*) is equivalent to the variational equation 
 

𝑎(𝑢, 𝜙) + 𝐹𝑢(𝜙) = 0  for every  𝜙 ∈ 𝑈 
 
and admits only an unique solution.  
 
In case the sub-space 𝑈 and therefore also the manifold 𝑢0 + 𝑈 is closed with respect to the energy 

norm and the functional 𝐹(⋅): 𝑉 → 𝑅 is continuous with respect to convergence in the energy norm, 

then there exists a solution. We note that the energy functional is even strongly convex in whole 𝑉. 
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The Hilbert transform operator 
 
 

Some key properties of the Hilbert transform  
 

(𝐻𝑢)(𝑥): = 𝑙𝑖𝑚
𝜀→0

1

𝜋
∮

𝑢(𝑦)

𝑥−𝑦
𝑑

|𝑥−𝑦|>𝜀
𝑦 =

1

𝜋
∫

𝑢(𝑦)

𝑥−𝑦
𝑑𝑦

∞

−∞
     

 
are given in 

 

Lemma:         
 

i) The constant Fourier term vanishes, i.e., (𝐻𝑢)0 = 0 
 

ii) 𝐻(𝑥𝑢(𝑥)) = 𝑥𝐻(𝑢(𝑥)) −
1

𝜋
∫ 𝑢(𝑦)𝑑𝑦

∞

−∞
  

 

iii) 

 

For odd functions it holds

          

𝐻(𝑥𝑢(𝑥)) = 𝑥(𝐻𝑢)(𝑥) 
 

iv) If  𝑢, 𝐻𝑢 ∈ 𝐿2 then 𝑢 and

  

𝐻𝑢 are orthogonal, i.e.,   ∫ 𝑢(𝑦)(𝐻𝑢)(𝑦)𝑑𝑦
∞

−∞
= 0  

 

v) ‖𝐻‖ = 1 ,
 
𝐻∗ = −𝐻 ,

 
𝐻2 = −𝐼, 𝐻−1 = 𝐻3 

 

vi) 𝐻(𝑓 ∙ 𝑔) = 𝑓 ∙ 𝐻𝑔 = 𝐻𝑓 ∙ 𝑔 ,  𝑓 ∙ 𝑔 = −𝐻𝑓 ∙ 𝐻𝑔, 
 

vii)  𝐻(𝑓𝐻𝑔 + 𝑔𝐻𝑓) = 𝐻𝑓 ∙ 𝐻𝑔 − 𝑓 ∙ 𝑔, 𝐻(𝑓𝐻𝑓) =
1

2
((𝐻𝑓)2 − 𝑓2) 

 

viii) If (𝜙𝑛)𝑛∈𝑁 is an orthogonal system, so it is for the system (𝐻(𝜙𝑛))𝑛∈𝑁, i.e.,
 
 

 
 

                                (𝐻𝜙𝑛, 𝐻𝜙𝑛) = −(𝜙𝑛, 𝐻2𝜙𝑛) = (𝜙𝑛, 𝜙𝑛)  
 

ix) ‖𝐻𝑢‖2 = ‖𝑢‖2, i.e. if 𝑢 ∈ 𝐿2 , then 𝐻𝑢 ∈ 𝐿2. 
 
 

Proof: 
 

i) i) and  v)-viii):  (PeB), 2.9 
 

ii) ii) The insertion of a new variable 𝑧 = 𝑥 − 𝑦 into the Hilbert transform of 𝑥𝑢(𝑥) gives  
 

𝐻(𝑥𝑢(𝑥)) =
1

𝜋
∫

𝑦𝑢(𝑦)

𝑥−𝑦
𝑑𝑦 =

1

𝜋
∫

(𝑥−𝑧)𝑢(𝑥−𝑧)

𝑧
𝑑𝑧

∞

−∞

∞

−∞
  

 
 

                =
1

𝜋
∫

(𝑥𝑢(𝑥−𝑧)

𝑧
𝑑𝑧

∞

−∞
−

1

𝜋
∫ 𝑢(𝑥 − 𝑧)𝑑𝑧

∞

−∞
= 𝑥𝐻(𝑢(𝑥)) −

1

𝜋
∫ 𝑢(𝑦)𝑑𝑦

∞

−∞
. 

 
 

iii) follows from i) and ii) 
 

iv)  ∫ 𝑢(𝑦)(𝐻𝑢)(𝑦)𝑑𝑦
∞

−∞
=

𝑖

2𝜋
∫ 𝑠𝑖𝑔𝑛((𝜔)|𝑢̂(𝜔)|2𝑑𝜔

∞

−∞
    whereby |𝑢̂(𝜔)|2 is even. 

 
 

The Hilbert transform operator & the mean ergotic theorem 
 
 

Let (𝜆𝑛, 𝜑𝑛) be the orthogonal set of eigen-pairs of a linear self-adjoint & positive definite operator 𝐴, 
with 𝐴−1 compact. Then Hilbert spaces {𝐻𝛼|𝛼 ∈ 𝑅} and 𝐻𝜏 are spanned by the finite norms 
 

‖𝑥‖𝛼
2 = ∑ 𝜆𝑛

𝛼𝑥𝑛
2∞

1 < ∞ , ‖𝑥‖(𝜏)
2 = ∑ 𝑒−√𝜆𝑛𝜏𝑥𝑛

2∞
𝑛=1 , 𝑥𝑛 ≔ (𝑥, 𝜑𝑛). 

 
The Hilbert transform of the orthogonal system𝛷𝑛 ≔ 𝜑𝑛

𝐻 ≔ 𝐻[𝜑𝑛], where (𝛷𝑛, 𝜑𝑛) = 0 provides an unitary 
operator 𝑈 on those Hilbert spaces and theor Hilbert sub-space. 
 
Mean ergotic theorem (HaP), HoE): Let 𝑈 be an isometry on a Hilbert space 𝐻; let 𝑃 be the projection 
on the space of all 𝑥 invariant under 𝑈, then 
 

1

𝑛
∑ 𝑈𝑗𝑥𝑛−1

𝑗=0 → 𝑃𝑥 in a weak 𝐿2 sense for all 𝑥 ∈ 𝐻. 

 

Note: If 𝑥 = 𝑦 − 𝑈𝑦 for some 𝑦, then 
1

𝑛
∑ 𝑈𝑗𝑥𝑛−1

𝑗=0  is a telescoping sum equal to 𝑦 − 𝑈𝑛𝑦 and ‖
1

𝑛
∑ 𝑈𝑗𝑥𝑛−1

𝑗=0 ‖ ≤
2

𝑛
‖𝑦‖ → 0. 
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The Riesz transform operator 
(PeB), (StE) 

 
 

The Riesz transforms are the generalization of the one-dimension Hilbert transform. The properties of 
the Riesz transforms have the following converse (StE) p. 58, 
 
Proposition 2: Let 𝑇 = (𝑇1, 𝑇2, … 𝑇𝑛) be an 𝑛-tuple of bounded transformations on 𝐿2(𝑅𝑛).  
Suppose 

- each 𝑇𝑗 commutes with the translation of 𝑅𝑛 
 

- each 𝑇𝑗 commutes with the dillations of 𝑅𝑛 
 

- for every rotation of 𝜌 = (𝜌𝑗𝑘)  of 𝑅𝑛, 𝜌𝑇𝑗𝜌−1𝑓 = ∑ 𝜌𝑗𝑘𝑇𝑘𝑓𝑘 . 
 

Then the 𝑇𝑗 are a constant multiple of the Riesz transforms, i.e. there exists a constant 𝑐, so that  𝑇𝑗 =

𝑐𝑅𝑗, 𝑗 = 1, … , 𝑛. 

 
In other words, the Riesz operators fulfill certain properties with respect to commutation with 
translations homothesis and rotation (PeB), (StE). Let 𝑆𝑂(𝑛) denote the rotation group. If 𝑗 ≠ 𝑗 then 
𝑅𝑗𝑅𝑘 is a singular convolution operator. On the other hand, it holds  𝑅𝑗

2 = −(1/𝑛)𝐼 + 𝐴𝑗 where 𝐴𝑗 is a 

convolution operator. The following identities are valid 
 

‖𝑅𝑗‖ = 1  , 𝑅𝑗
∗ = −𝑅𝑗   ,  ∑ 𝑅𝑗

2 = −𝐼  ,   ∑‖𝑅𝑗𝑢‖
2

= ‖𝑢‖2 ,𝑢 ∈ 𝐿2 . 

Let 
𝑚: = 𝑚(𝑥): = (𝑚1(𝑥), . . . 𝑚𝑛(𝑥)) 

 
be the vector of the Mikhlin multipliers of the Riesz operators and𝜌 = 𝜌𝑖𝑘 ∈ 𝑆𝑂(𝑛), then 
 

𝑚(𝜌(𝑥)) = 𝜌(𝑚(𝑥)), whereby 𝑚𝑗(𝜌(𝑥)) = ∑ 𝜌𝑗𝑘𝑚𝑘(𝑥)  

and  
                           

𝑚(𝜌(𝑥)) = 𝑐𝑛 ∫ (
𝜋𝑖

2𝑆𝑛−1 𝑠𝑖𝑔𝑛(𝑥𝜌−1(𝑦)) + 𝑙𝑜𝑔 |
1

𝑥𝜌−1(𝑦)
|)

𝑦

|𝑦|
𝑑𝜎(𝑦)  

 

= 𝑐𝑛 ∫ (
𝜋𝑖

2𝑆𝑛−1 𝑠𝑖𝑔𝑛(𝑥𝑦) + 𝑙𝑜𝑔 |
1

𝑥𝑦
|)

𝑦

|𝑦|
𝑑𝜎(𝑦) . 
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The Leray-Hopf (projection) operator 
 
 

The Leray-Hopf projector is the matrix valued Fourier multiplier given by 
 

𝑃(𝜉) = 𝐼𝑑 −
𝜉⊗𝜉

|𝜉|2 = (𝛿𝑗𝑘 −
𝜉𝑗𝜉𝑘

|𝜉|2 )1≤𝑗,𝑘≤𝑛    ,  𝑃 = 𝐼𝑑 − 𝑅 ⊗ 𝑅 =: 𝐼𝑑 − 𝑄 

resp. 

𝑃 = 𝐼𝑑 − 𝑅 ⊗ 𝑅 =: 𝐼𝑑 − 𝑄 = 𝐼𝑑 −
𝐷⊗𝐷

𝐷2 𝐼𝑑 − 𝛥−1(𝛻 × 𝛻) . 

 
As the operator 𝑄: = 𝑅 ⊗ 𝑅 = (𝑅𝑗𝑅𝑘)1≤𝑗,𝑘≤1 = 𝑄2 (Ri denote the Riesz operators) is an 

orthogonal projector, the Leray-Hopf operator is also an orthogonal projection, where the 
domain can be defined on each Hilbert scale. In (LeN1) an explicit expression for the kernels 
of the Fourier multipliers of the corresponding Oseen operators are provided, which involves 
the incomplete gamma function and the confluent hypergeometric function of first kind. 

 
 

The Boltzmann equation 
 
 

The Boltzmann equation is a (non-linear) integro-differential equation which forms the basis 
for the kinetic theory of gases. This not only covers classical gases, but also electron 
/neutron /photon transport in solids & plasmas / in nuclear reactors / in super-fluids and 
radiative transfer in planetary and stellar atmospheres. The Boltzmann equation is derived 
from the Liouville equation for a gas of rigid spheres, without the assumption of “molecular 
chaos”; the basic properties of the Boltzmann equation are then expounded and the idea of 
model equations introduced. Related equations are e.g. the Boltzmann equations for 
polyatomic gases, mixtures, neutrons, radiative transfer as well as the Fokker-Planck (or 
Landau) and Vlasov equations. The treatment of corresponding boundary conditions leads to 
the discussion of the phenomena of gas-surface interactions and the related role played by 
proof of the Boltzmann H-theorem. 
 
 

The Landau collision operator 
 
 

The Landau equation (a model describing time evolution of the distribution function of 
plasma consisting of charged particles with long-range interaction) is about the Boltzmann 
equation with a corresponding Boltzmann collision operator where almost all collisions are 
grazing.  
 
Its solutions enjoy a rather striking compactness property, which is main result of (LiP1).  
 
The collision operator of the Landau equation is given by 
 

𝑄(𝑓, 𝑓) =
𝜕

𝜕𝑣𝑖
{∫ 𝑎𝑖𝑗(𝑣 − 𝑤) [𝑓(𝑤)

𝜕𝑓(𝑣)

𝜕𝑣𝑗
− 𝑓(𝑣)

𝜕𝑓(𝑤)

𝜕𝑤𝑗
]

𝑅𝑁 𝑑𝑤}   

with  

𝑎𝑖𝑗(𝑧) =
𝑎(𝑧)

|𝑧|
{𝛿𝑖𝑗 −

𝑧𝑖𝑧𝑗

|𝑧|2} =
𝑎(𝑧)

|𝑧|
𝑃(𝑧) ≔

1−[1−𝑎(𝑧)]

|𝑧|
[𝐼𝑑 − 𝑄](𝑧)  𝑄(𝑧) ≔ (𝑅𝑖𝑅𝑗)1≤𝑖,𝑗≤𝑁 

 
and a(z) symmetric, non-negative and even in z and with an unknown function f 
corresponding at each time 𝑡 to the density of particle at the point 𝑥 with velocity 𝑣. It can be 
approximated by a linear Pseudo Differential Operator (PDO) of order zero with symbol  
 

𝑏𝑖𝑗(𝑧) = 𝑧 ∙ 𝑎𝑖𝑗(𝑧) =
𝑧

|𝑧|
{𝛿𝑖𝑗 −

𝑧𝑖𝑧𝑗

|𝑧|2} =
𝑧

|𝑧|
𝑃(𝑧) ≔

𝑧

|𝑧|
[𝐼𝑑 − 𝑄](𝑧)  

 
whereby 𝑎𝑖𝑗(𝑧) denotes the symbol of the Oseen kernel (LeN). 
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The Calderón-Zygmund (integrodifferential) operator 

(EsG) 
 
 

The pseudodifferential operator 𝛬 with symbol |𝜉|1 is called the Calderón-Zygmund integrodifferential 
operator. Its integrodifferential representation is given by 
 

(𝛬𝑢)(𝑥) = −(∆𝛬−1)𝑢(𝑥) = −
𝛤(

𝑛−1

2
)

2𝜋
𝑛+1

2

𝑝. 𝑣. ∫
𝛥𝑦𝑢(𝑦)

|𝑥−𝑦|𝑛−1 𝑑𝑦
∞

−∞
. 

 
The related pseudo-differential operator with symbol |𝜉|−1 is defined by, (EsG) (3.15‘), (3.17‘), 
 

𝛬−1𝑢 =
𝛤(

𝑛−1

2
)

2𝜋
𝑛+1

2

∫
𝑢(𝑦)𝑑𝑦

|𝑥−𝑦|𝑛−1

∞

−∞
 ,   𝑛 ≥ 2. 

 
An alternative representation of the operator 𝛬 is given by, (EsG) (3.35), 
 

(𝛬𝑢)(𝑥) = (∑ 𝑅𝑘𝐷𝑘𝑢)(𝑥) =𝑛
𝑘=1 ∑

𝛤(
𝑛+1

2
)

𝜋
𝑛+1

2

𝑝. 𝑣. ∫ ∑
𝑥𝑘−𝑦𝑘

|𝑥−𝑦|𝑛+1

𝜕𝑢(𝑦)

𝜕𝑦𝑘
𝑑𝑦𝑛

𝑘=1
∞

−∞
𝑛
𝑘=1  . 

 
where describes singular integral (Riesz) operators 𝑅𝑘  
 

𝑅𝑘𝑢: = −𝑖
𝛤(

𝑛+1

2
)

𝜋
𝑛+1

2

𝑝. 𝑣. ∫
𝑥𝑘−𝑦𝑘

|𝑥−𝑦|𝑛+1 𝑢(𝑦)𝑑𝑦
∞

−∞
.  

 
We note that the Calderón-Zygmund integrodifferential operator is identical to the proposed alternative 
Schrödinger momentum operator (BrK8). 
 

 

The Prandtl operator 
 

The Prandtl operator 𝑃, which is the double layer (hyper-singular integral) potential operator of the 

Neumann problem, fulfills the following properties, (LiI) Theorems 4.2.1, 4.2.2, 4.3.2: 

 

i) the Prandtl operator 𝑃: 𝐻𝑟 → 𝐻̂𝑟−1 is bounded for 0 ≤ 𝑟 ≤ 1 
 

ii) the Prandtl operator 𝑃: 𝐻𝑟 → 𝐻̂𝑟−1 is Noetherian for 0 < 𝑟 < 1 
 

iii) for 1/2 ≤ 𝑟 < 1, the exterior Neumann problem admits one and only one generalized 
solution. 

 
The two momentum laws systems are modelled by corresponding momentum operator equations with 
corresponding domains according to 𝐻1/2 = 𝐻1 × 𝐻1

⊥. The Prandtl operator is proposed to balance 

between conservation of mass & (linear & angular) momentum integral equations system.  
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The D’Alembert operator and the time-harmonic Maxwell equation 
 
 

The operator concerned with the time-harmonic Maxwell equation and the radiation problem is the 
D’Alembert operator related to the wave equation:  
 

𝑢 ≔ 𝑢̈ − ∆𝑢  .  
 
The electrodynamic in the special relativity theory is described by the four-vector formalism of the 

space-time given by the equation 𝐴 =
4𝜋

𝑐
𝑗, with the four-vector potential 𝐴, where its curvature 

determines the electric and magnetic field forces, and 𝑗 denotes the four-current-density. 
 
The solution of time-harmonic Maxwell equations in a vacuum leads to the Helmholtz equation. The 
fundamental solution of the Helmholtz equation at the origin is given by spherical wave fronts. The 
time-dependent magnetic field has the form of the Hertz dipole centered at the origin, (KiA) p. 14. 
 

 
“Optimal” shift theorems of the potential and wave equation 

 
 

Obviously, the Hilbert scales characterized by a polynomial decay in case of 𝜆𝑖
𝛼 enables optimal shift 

theorem for the Laplacian operator.  
 
The operator concerned with the time-harmonic Maxwell equation and the radiation problem is the 
D’Alembert operator related to the wave equation:  
 

𝑤 ≔ 𝑤̈ − ∆𝑤  .  
 

The Hilbert space characterized by an exponential decay 𝑒−√𝜆𝑖𝑡 enables corresponding optimal shift 
theorem for the the D’Alembert operator in the following form 
 

∫ ‖𝑤‖𝑘+2,(𝑡)
2 𝑑𝑡

𝑇

0
≤ 𝑐 ∫ ‖𝑓‖𝑘,(𝑡)

2 𝑑𝑡
𝑇

0
 . 

 
Proof: Let 𝑤𝑖 : = (𝑤, 𝜙𝑖) resp. 𝑓𝑖: = (𝑓, 𝜙𝑖) being the generalized Fourier coefficient related to the eigen-

pairs  −𝑤𝑖
″ = 𝜆𝑖𝑤𝑖 of the Laplacian operator. Th corresponding solution of ( 𝑤 = 𝑓),  

                      
𝑤̈𝑖(𝑡) + 𝜆𝑖𝑤𝑖(𝑡) = 𝑓𝑖(𝑡)  and 𝑤𝑖(0) = 𝑤̇𝑖(0) = 0 . 

 
is given by 

𝑤𝑖(𝑡) =
1

√𝜆𝑖
∫ sin (√𝜆𝑖(𝑡 − 𝜏)

𝑡

0
𝑓𝑖(𝜏)𝑑𝜏. 

 
It holds for  𝜏 ≤ 𝑡 
 

∫ ‖𝑤‖𝑘+2
2 𝑑𝑡

𝑇

0
= ∑ 𝜆𝑖

𝑘+2 ∫ 𝑤𝑖
2(𝑡)𝑑𝑡

𝑇

0
≤ ∑ 𝜆𝑖

𝑘+2 ∫ [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑑𝜏] [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏] 𝑑𝑡
𝑇

0
  

 

≤ ∑ 𝜆𝑖
𝑘+2 ∫ 𝜆𝑖

−1 [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏] 𝑑𝑡
𝑇

0
. 

 
Exchanging the order of integration gives 
 

∫ ∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏𝑑𝑡
𝑇

0
= ∫ ∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑇

𝑡
𝑓𝑖

2(𝜏)𝑑𝑡𝑑𝜏
𝑇

0
  

 

                                                             = ∫ 𝑓𝑖
2(𝜏)𝑑𝑡 [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑇

𝑡
𝑑𝜏] ≤ 𝜆𝑖

−1 ∫ 𝑓𝑖
2(𝜏)𝑑𝑡

𝑇

0

𝑇

0
 . 
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Parabolic shift theorems 
 
 

We consider the following two parabolic (heat equations) model problems 
 

𝑤̇ − 𝑤″ = 𝑓   𝑧̇ − 𝑧″ = 0                    in (0,1) × [0, 𝑇] 
 

𝑤(0, 𝑡) = 𝑤(1, 𝑡) = 0  𝑧(0, 𝑡) = 𝑧(1, 𝑡) = 0    for 𝑡 ∈ (0, 𝑇] 
 

𝑤(𝑥, 𝑜) = 0   𝑧(𝑥, 𝑜) = 𝑔(𝑥)  for 𝑥 ∈ (0,1). 
 

The following compatibility relations for the initial value function need to be fulfilled to ensure 
corresponding regularity of the solution 𝑧: 
 

𝑔(1) = 0 , 𝑔′(0) = 0 , 𝑔″(1) = 𝑔′2(1) , etc. 
 

Let 𝑤𝑖 : = (𝑤, 𝜙𝑖) resp. 𝑓𝑖: = (𝑓, 𝜙𝑖) being the generalized Fourier coefficient related to the eigen-pairs  

−𝑣𝑖
″ = 𝜆𝑖𝑣𝑖. Then it holds   

                      
𝑤̇𝑖(𝑡) + 𝜆𝑖𝑤𝑖(𝑡) = 𝑓𝑖(𝑡)  and 𝑤𝑖(0) = 0 . 

with the solution 

𝑤𝑖(𝑡) = ∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖(𝜏)𝑑𝜏 . 

 
The following shift theorem holds true: 
 

Lemma: 

i) ∫ ‖𝑤‖𝑘+2
2 𝑑𝑡

𝑇

0
≤ 𝑐 ∫ ‖𝑓‖𝑘

2𝑑𝑡
𝑇

0
 

 

ii)  ‖𝑧(𝑡)‖𝑘
2 ≤ 𝑐𝑡−(𝑘−𝑙)‖𝑔‖𝑙

2     ,  ∫ 𝑡−1/2‖𝑧′‖−1/2
2 𝑑𝑡

𝑇

0
≤ 𝑐‖𝑔‖ . 

 
Proof: i) It holds for  𝜏 ≤ 𝑡 
 

∫ ‖𝑤‖𝑘+2
2 𝑑𝑡

𝑇

0
= ∑ 𝜆𝑖

𝑘+2 ∫ 𝑤𝑖
2(𝑡)𝑑𝑡

𝑇

0
≤ ∑ 𝜆𝑖

𝑘+2 ∫ [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑑𝜏] [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏] 𝑑𝑡
𝑇

0
  

 

≤ ∑ 𝜆𝑖
𝑘+2 ∫ 𝜆𝑖

−1 [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏] 𝑑𝑡
𝑇

0
. 

 
Exchanging the order of integration gives 
 

∫ ∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑡

0
𝑓𝑖

2(𝜏)𝑑𝜏𝑑𝑡
𝑇

0
= ∫ ∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑇

𝑡
𝑓𝑖

2(𝜏)𝑑𝑡𝑑𝜏
𝑇

0
  

 

                                                             = ∫ 𝑓𝑖
2(𝜏)𝑑𝑡 [∫ 𝑒−𝜆𝑖(𝑡−𝜏)𝑇

𝑡
𝑑𝜏] ≤ 𝜆𝑖

−1 ∫ 𝑓𝑖
2(𝜏)𝑑𝑡

𝑇

0

𝑇

0
 . 

 
ii)   From  𝑧(𝑥, 𝑡) = ∑ 𝑧𝜈(𝑡)𝜙𝜈 (𝑥) it follows 
 

𝑧̇ − 𝑧″ = ∑(𝑧̇𝜈(𝑡) + 𝜆𝜈𝑧𝜈(𝑡))𝜙𝜈 (𝑥) = 0 . 
Therefore 

𝑧𝜈(𝑡) = 𝑧𝜈(0)𝑒−𝜆𝜈𝑡 and 𝑧𝜈(0) = 𝑔𝜈 = (𝑔, 𝜙𝜈) . 
 
Putting              

𝑧𝑘,𝑙(𝑡) = 𝑠𝑢𝑝𝜆𝜈≥𝑚>0𝜆𝜈
𝑘−𝑙𝑒−2𝜆𝜈𝑡 

it follows   

                       ‖𝑧(𝑡)‖𝑘
2 = ∑ 𝜆𝜈

𝑘𝑧𝜈
2 (𝑡) = ∑ 𝜆𝜈

𝑘𝑒−2𝜆𝜈𝑡 𝑔𝜈 ≤ 𝐶𝑘.𝑙(𝑡) ∑ 𝜆𝜈
𝑙 𝑒−2𝜆𝜈𝑡 

 
The conditions  
 

(𝑘 − 𝑙)𝜆𝑘−𝑙−1𝑒−2𝜆𝜈𝑡 + 𝜆𝑘−𝑙(−2𝑡)𝑒−2𝜆𝜈𝑡 = 0    resp.   (𝑘 − 𝑙)𝜆𝑘−𝑙−1𝑒−2𝜆𝜈𝑡 = 2𝑡𝜆𝑘−𝑙𝑒−2𝜆𝜈𝑡 

 
leads to (for the critical case 𝑘 > 𝑙)   𝜆 ≈ 𝑡−1.  
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Solutions of the string vibration equation 
 
 

The wave equation 

𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥 = 0 
 

has a solution 𝑢(𝑥, 𝑡) = 𝑓(𝑥 − 𝑘𝑡) for any function of one variable 𝑓; it has the physical interpretation of a 

„traveling wave“, described by a „shape“ 𝑓(𝑥) moving at velocity 𝑘. 
 
There is no physical reason for the “shape” to be differentiable, but if it is not, the differential equation 
is not satisfied at some points. In order to not through away physically meaningful solutions because of 
technicalities, the concept of distributions can be applied. 
 
If the equation above is also meaningful, if u is a distribution, then u is called a weak solution of it. If u 
is twice continuously differentiable and the equation holds, one calls u a strong or classical solution.  
 
Each classical solution is a weak solution. In case of the equation above it’s also the other way 
around. The same is NOT TRUE for the elliptic Laplace equation (counter example is the classical 
solution 𝑢(𝑥. 𝑦): = 𝑙𝑜𝑔( 𝑥2 + 𝑦2) with 𝛥 𝑙𝑜𝑔( 𝑥2 + 𝑦2) = 4𝜋𝛿) and the function 𝑢(𝑥. 𝑦): = 𝑓(𝑥 − 𝑘𝑡) ∈ 𝐿𝑙𝑜𝑐

1 (𝑅2) 
with 
 

(*)    (𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥 , 𝜙) = 0 . 
 

Proof of (*): From the following identities 
 

i) (𝑢𝑡𝑡 , 𝜙) = (𝑢, 𝜙𝑡𝑡) = ∫ ∫ 𝑓(𝑥 − 𝑡𝑘) 𝜙𝑡𝑡𝑑𝑥𝑑𝑡 
 

ii) (𝑢𝑥𝑥 , 𝜙) = (𝑢, 𝜙𝑥𝑥) = ∫ ∫ 𝑓(𝑥 − 𝑡𝑘) 𝜙𝑥𝑥𝑑𝑥𝑑𝑡 

 
it follows 
 

(𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥, 𝜙) = ∫ ∫ 𝑓(𝑥 − 𝑡𝑘) [𝜙𝑡𝑡 − 𝑘2𝜙𝑥𝑥]𝑑𝑥𝑑𝑡 . 

 
Substituting the variable in the form 𝑦 = 𝑥 − 𝑘𝑡 and 𝑧 = 𝑥 + 𝑘𝑡 means 
 

𝜕(𝑦,𝑧)

𝜕(𝑥,𝑡)
= (

1 −𝑘
1 𝑘

) and 2𝑘𝑑𝑥𝑑𝑡 = 𝑑𝑦𝑑𝑧 .

  
From this it follows 
 

(𝑢𝑡𝑡 − 𝑘2𝑢𝑥𝑥, 𝜙) = −2𝑘 ∫ ∫ 𝑓(𝑦) 𝜙𝑦𝑧𝑑𝑧𝑑𝑦 = −2𝑘 ∫ 𝑓(𝑦)(∫ 𝜙𝑦𝑧𝑑𝑧)𝑑𝑦
∞

−∞−∞
. 

 

As  ∫ 𝜙𝑦𝑧𝑑𝑧 =
∞

−∞
𝜙𝑦|

𝑧=−∞

𝑧=∞
= 0 it follows (*).  
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The Divergence 
 
 

The concept of divergence is especially important in those areas concerned with the behavior of vector 
fields. The divergence of the energy-stress tensor is zero, which plays a key role, when defining 
Einstein’s gravitation equation. The divergence theorem (the flux of a vector field through a closed 
surface 𝑆 is equal to the integral of the divergence of that field over a volume 𝑉 for which 𝑆 is a 
boundary) plays a key role within the Maxwell equations.  
 
Positive divergence is associated with the “flow” of electric field lines away from positive charges. Flux 

is defined over an area, while divergence applies to individual points. In case of a fluid, the divergence 

at any point is a measure of the tendency of the flow vectors to diverge from that point, i.e., to carry 

out more “material” away from it than is brought towards to it. Those points of positive divergence are 

sources, while points of negative divergence are sinks.  

In case of a point charge at the origin, the flux through an infinitesimally small surface is nonzero only 

if that surface contains the point charge. Everything else, the flux into and out of that tiny surface must 

be the same, and the divergence of the electric field must be zero. 

The mathematical definition of divergence may be understood by considering the flux through an 

infinitesimal surface surrounding the point of interest. If you were to form the ratio of the flux of a 

vector field 𝐸⃗⃗ through a surface 𝑆 to the volume enclosed by that surface as the volume shrinks 

towards zero, one would have the divergence of 𝐸⃗⃗: 

𝑑𝑖𝑣𝐸⃗⃗ = 𝑙𝑖𝑚
1

𝛥𝑉
∮ 𝐸⃗⃗ ∘ 𝑛⃗⃗𝑑𝑎

𝑆
 . 

This definition also states the relation between flux and divergence. Vector fields with zero divergence 

are called “solenoidal” fields. 

The Maxwell equations produce the wave equation, which is the basis for the electromagnetic theory 

of light. A phenomenon of the Maxwell equations is the electromotive force (emf), involving movement 

of a charged particle through a magnetic field, defined by 

𝑒𝑚𝑓: = −
𝑑

𝑑𝑡
∮ 𝐵⃗⃗ ∘ 𝑛⃗⃗𝑑𝑎

𝑆
 . 

The negative right hand side plays a key role in Lenz’s law, which is about the direction of the current 

induced by changing magnetic flux (flow always in the direction so as to oppose the change in flux). 

The flux (i.e., the ”number of field lines”) of a vector field 𝐸⃗⃗, which represents a “fluid flow/stream 

model to “which places” the fluid flow transports a particle along an integral curve 𝛾 (characterized by  
𝛾′(𝑡) = 𝐸⃗⃗(𝛾(𝑡))  during a certain time span 𝑡 ∈ (0, 𝑎)). For a point 𝑃 = 𝛾(0) this is mathematically 

described as bundle of functions  

𝛷𝑡(𝑃) = 𝛾(𝑡) . 

In differential geometry, the Ricci flow is an intrinsic geometric flow - a process which deforms the 

metric of a Riemannian manifold - in this case in a manner formally analogous to the diffusion of heat, 

thereby smoothing out irregularities in the metric. It plays an important role in the proof of the Poincaré 

conjecture.  

 
 
 
 
 
 
 
 
 
 
 
 

http://en.wikipedia.org/wiki/Geometric_flow
http://en.wikipedia.org/wiki/Riemannian_manifold
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The Stokes operator 
 
 

The Stokes operator is a projector from 𝐴: 𝐿2 → 𝐿𝜎
2 : = {𝑣|𝑣 ∈ 𝐿2 ∧ 𝑑𝑖𝑣(𝑣) = 0}. The Hilbert scale is built on 

the Stokes operator on 𝛺 ⊆ 𝑅𝑛 (𝑛 ≥ 2) in the form 𝐴 = ∫ 𝜆𝑑𝐸𝜆
∞

0
. The Stokes operator enables the 

definition of a related Hilbert scale (𝛼 ∈ 𝑅) with a corresponding norm ‖𝑢‖𝛼: = ‖𝐴𝛼/2𝑢‖, enabled by the 

corresponding positive selfadjoint fractional powers ((SoH), IV15) 
 

𝐴𝛼 = ∫ 𝜆𝛼𝑑𝐸𝜆
∞

0
  , −1 ≤ 𝛼 ≤ 1 

 
The corresponding Stokes semi-group family {𝑆(𝑡)} is built on the everywhere bounded, positive 
selfadjoint operator 
 

𝑆(𝑡): = 𝑒−𝑡𝐴: = ∫ 𝑒−𝑡𝜆𝑑𝐸𝜆
∞

0
|𝜆 ≥ 0, 𝑡 ≥ 0. 

 
 

An unusual proof of the shift theorem for the Stokes problem 
 

 

The proof is restricted to 𝑛 = 2, as the argument is based on the Cauchy-Riemann 
differential equations in order to de-coule the solenoid condition from the Stokes equations.  
 
Stationary Stokes problem: let 𝑛 = 2; consider the boundary value problem 
 

−𝛥𝑣
−

− 𝛻𝑝 = 𝑓
−

  in 𝛺 

      𝑑𝑖𝑣𝑢
−

= ℎ   in 𝛺 

     𝑢
−

= 0    on 𝜕𝛺 

Let 𝐿̇2 denote the factor space 𝐿2/𝑅 equipped with the corresponding factor norm and let the 
right hand sides 𝑓

−
 with a reduced regularity assumptions in the form 

 
𝑓
−

= −𝑑𝑖𝑣(𝜎
−

) i.e.    𝑓𝑖 = ∑ 𝜎𝑖𝑗|𝑗
𝑛
𝑗=1  

 
In this case the weak solution of the Stokes boundary value problem is characterized by 
 

(𝛻𝑣
−

, 𝛻𝑤
−

) − (𝑝, 𝑑𝑖𝑣𝑤
−

) = (𝜎
−

, 𝛻𝑤
−

)    for all 𝑤
−

∈ 𝐷
−

(𝛺) 

                    (𝑞, 𝛻𝑣
−

, ) = (𝑞, ℎ)  for all  𝑞 ∈ 𝐿̇2 . 

 
The following two shift theorems hold true (NiJ), (SoH) p. 107) 
 
Theorem:  
 
1. Assume the regularity 𝑓

−
= −𝑑𝑖𝑣(𝜎

−
) with 𝜎

−
∈ 𝐻

−
0 and ℎ ∈ 𝐿̇2. Then the unique (weak) 

solution {𝑣
−

, 𝑝} of the boundary value problem has the regularity  𝑣
−

∈ 𝐻
−

1 and 𝑝 ∈ 𝐿̇2  and the a 

priori estimate holds true: 
 

‖𝑣‖𝐻
−

1
+ ‖𝑝‖𝐿̇2

≤ 𝑐‖𝜎‖𝐻
−0

+ ‖ℎ‖𝐿̇2
 

 
 
2. Assume the regularity 𝑓

−
= −𝑑𝑖𝑣(𝜎

−
) with 𝜎

−
∈ 𝐶

−
0.𝜆 and ℎ ∈ 𝐶̇0.𝜆: = 𝐶0.𝜆 ∩ 𝐿̇2. Then the unique 

(weak) solution  {𝑣
−

, 𝑝} of the boundary value problem has the regularity  𝑣
−

∈ 𝐶
−

1.𝜆 and 𝑝 ∈ 𝐶̇0.𝜆   

and the a priori estimate holds true: 
 

‖𝑣‖𝐶
−

1.𝜆
+ ‖𝑝‖𝐶̇0.𝜆

≤ 𝑐‖𝜎‖𝐶
−

0.𝜆
+ ‖ℎ‖𝐶̇0.𝜆

. 
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Four versions of the “lemma of Gronwall”  
 
 

The lemma of Gronwall is a well-established tool for instance to derive evolution equation based 
classical or variational inequalities. However, applying this tool to Hilbert norm base estimates 
jeopardizes the balance of any problem adequate norm, e.g. energy / conservation law equations 
or related inequality estimate (e.g. Garding type inequalities). In this sense, when applying the 
Gronwall lemma the balance of the „conservation law“ norms is jeopardized. For discrete 
analogues of some generalizations of Gronwall’s inequality we refer to (WiD). 
 
Generalized Lemma of Gronwall (version 1): Let 𝜓(𝑡) ∈ 𝐶0[0, 𝑎] be a real valued function and 
ℎ(𝑡) ∈ 𝐿1(0, 𝑎) be non-negative function with 
 

𝜓(𝑡) ≤ 𝛼 + ∫ ℎ(𝜏)𝜓(𝜏)𝑑𝜏
𝑡

0
, 𝛼 ∈ 𝑅 . 

Then 

𝜓(𝑡) ≤ 𝛼 ∗ 𝑒∫ ℎ(𝜏)𝑑𝜏
𝑡

0  . 
 
 

Generalized Lemma of Gronwall (version 2): Let 𝜓(𝑡) ∈ 𝐶0[0, 𝑎] be a real valued function and 
ℎ(𝑡) ∈ 𝐿1(0, 𝑎) be non-negative function with 
  

𝜓(𝑡) ≤ 𝛼(𝑡) + ∫ 𝛼(𝜏)ℎ(𝜏)𝑒𝐻(𝑡)−𝐻(𝜏)𝑑𝜏
𝑡

0

 

with   

𝐻(𝜏): = ∫ ℎ(𝑠)𝑑𝑠
𝜏

0
 . 

 
 

Generalized Lemma of Gronwall (version 3: log type): Let ,a  be non-negative constants. 

Assume that a non-negative function ),( sta satisfies 𝑎(∙,∙) ∈ 𝐶(0 ≤ 𝑠 < 𝑡 ≤ 𝑇), 𝑎(𝑡,∙) ∈ 𝐿1(0, 𝑡) for all 

𝑡 ∈ ((0, 𝑇)]. Furthermore, we assume that there exists a positive constant 𝜀0 such that  
 

𝑠𝑢𝑝
0≤𝑡≤𝑇

∫ 𝑎(𝑡, 𝑠)𝑑𝑠 ≤ 1/2
𝑡

𝑡−𝜀0
      . 

 
 If a non-negative function  𝑓 ∈ 𝐶([0, 𝑇])  satisfies 
 

𝑓(𝑡) ≤ 𝛼 + ∫ 𝑎(𝑡, 𝑠)𝑓(𝑠)𝑑𝑠 + 𝛽 ∫ {1 + 𝑙𝑜𝑔( 1 + 𝑓(𝑠))}𝑓(𝑠)𝑑𝑠
𝑡

0

𝑡

0

 

 
for all𝑡 ∈ [0, 𝑇]. Then we have 

𝑓(𝑡) ≤ 𝑒
{1+

𝛾
𝛽

+𝑙𝑜𝑔(1+2𝛼)}𝑒2𝛽𝑡

 
 
for all𝑡 ∈ [0, 𝑇]. Here we put 

𝛾: = 𝑠𝑢𝑝
0≤𝑡≤𝑇

{ 𝑠𝑢𝑝
0≤𝑠≤𝑡−𝜀0

𝑎(𝑡, 𝑠)} . 

 
 

Lemma of Gronwall (version 4): Let 𝑎(𝑡) and 𝑏(𝑡) nonnegative functions in [0, 𝐴) and 0 < 𝛿 < 1. 
Suppose a nonnegative function 𝑦(𝑡) satisfies the differential inequality 
 

𝑦 ′(𝑡) + 𝑏(𝑡) ≤ 𝛼(𝑡)𝑦𝛿(𝑡)     on    [0, 𝐴)  
 

𝑦(0) = 𝑦0. 

Then for 0 ≤ 𝑡 < 𝐴 
 

𝑦(𝑡) + ∫ 𝑏(𝜏)𝑑𝜏
𝑡

0
≤ (2𝛿/(1−𝛿) + 1)𝑦0 + 2𝛿/(1−𝛿) [∫ 𝛼(𝜏)𝑑𝜏

𝑡

0
]

𝛿/(1−𝛿)

   

 

Proof: solving 𝑦′(𝑡) ≤ 𝛼(𝑡)𝑦𝛿(𝑡) leads to

 

𝑦(𝑡) ≤ 𝑦0 + [∫ 𝛼(𝜏)𝑑𝜏
𝑡

0
]

𝛿/(1−𝛿)
. 
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Wavelets 
(HoM), (LoA), (MeY) 

 
 

The decomposition of the quantum state space 𝐻−1/2 = 𝐻0 ⊗ 𝐻0
⊥ resp. the quantum energy space 

𝐻1/2 = 𝐻1 ⊗ 𝐻1
⊥ goes along with the Fourier wave resp. the Calderón wavelet tool (*). While the Fourier 

waves enable an analysis of the test space 𝐻0, wavelets enable an alternative analysis tool for a 

specific densely embedded subspace of 𝐻0, as the (wavelet) admissibility condition for a 𝜓 ∈ 𝐻0 is a 
weak one, as for each 𝜓, 𝜓̂ ∈ 𝐻0: it holds ‖𝜓𝜀 − 𝜓‖𝐿2

2 → 0 for  

 

𝜓̂𝜀 ≔ {
𝜓̂(𝜔),   |𝜔| ≥ 𝜀

0,          𝑒𝑙𝑠𝑒
 

 

There are at least two approaches to wavelet analysis, both are addressing the somehow 
contradiction by itself, that a function over the one-dimensional space 𝑅 can be unfolded into a 
function over the two-dimensional half-plane. The Fourier transform of a wavelet transformed function 
𝑓 is given by, (LoA), (MeY), 
 

𝑊𝜗[𝑓]̂ (𝑎, 𝜔) ≔ (2𝜋|𝑎|)
1

2𝑐
𝜗

−
1

2𝜗̂(−𝑎𝜔)𝑓(𝜔) .  

 
For 𝜑, 𝜗 ∈ 𝐿2(𝑅), 𝑓1 , 𝑓2 ∈ 𝐿2(𝑅), 
 

0 < |𝑐𝜗𝜑| ≔ 2𝜋 |∫
𝜗̂(𝜔)𝜑̅̂(𝜔)

|𝜔|
𝑑𝜔

𝑅
| < ∞  

 
and |𝑐𝜗𝜑| ≤ 𝑐𝜗𝑐𝜑 one gets the duality relationship, (LoA) 

 

(𝑊𝜗 𝑓1, 𝑊𝜑
∗𝑓2)

𝐿2(𝑅2,
𝑑𝑎𝑑𝑏

𝑎2 )
= 𝑐𝜗𝜑(𝑓1, 𝑓2)𝐿2

 

i.e. 

𝑊𝜑
∗𝑊𝜗 [𝑓] = 𝑐𝜗𝜑𝑓   in a 𝐿2 −sense.   

 
For 𝜑, 𝜗 ∈ 𝐿2(𝑅), 𝑓1, 𝑓2 ∈ 𝐿2(𝑅), 
 

0 < |𝑐𝜗𝜑| ≔ 2𝜋 |∫
𝜗̂(𝜔)𝜑̅̂(𝜔)

|𝜔|
𝑑𝜔

𝑅
| < ∞  

 
and |𝑐𝜗𝜑| ≤ 𝑐𝜗𝑐𝜑 one gets the duality relationship (LoA) 

 

(𝑊𝜗 𝑓1, 𝑊𝜑
∗𝑓2)

𝐿2(𝑅2,
𝑑𝑎𝑑𝑏

𝑎2 )
= 𝑐𝜗𝜑(𝑓1, 𝑓2)𝐿2

 

i.e. 

𝑊𝜑
∗𝑊𝜗 [𝑓] = 𝑐𝜗𝜑𝑓   in a 𝐿2 −sense.   

 
This identity provides an additional degree of freedom to apply wavelet analysis with appropriately 
(problem specific) defined wavelets in a (distributional) Hilbert scale framework where the "microscope 
observations" of two wavelet (optics) functions 𝜗, 𝜑 can be compared with each other by the above 
"reproducing" ("duality") formula.  
 

 

 

(*) (HoM) 1.2: „The idea of wavelet analysis is to look at the details are added if one goes from scale 𝑎 to scale 𝑎 − 𝑑𝑎 with 𝑑𝑎 >
0 but infinitesimal small. … Therefore, the wavelet transform allows us to unfold a function over the one-dimensional space 𝑅 
into a function over the two-dimensional half-plane 𝑯 of positions and details (where is which details generated?). … Therefore, 
the parameter space 𝑯 of the wavelet analysis may also be called the position-scale half-plane since if 𝑔 localized around zero 
with width ∆ then 𝑔𝑏,𝑎 is localized around the position 𝑏 with width 𝑎∆. The wavelet transform itself may now be interpreted as a 

mathematical microscope where we identify  
 

i)  

𝑏   ↔  position;   (𝑎∆)−1   ↔  enlargement; 𝑔   ↔ optics. “ 
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Hermite Polynomials 
 

 
The weighted Hermite polynomials, 𝑛 = 0,1,2, …, 
 

𝜑𝑛(𝑥): =
𝑒

−
𝑥2

2 𝐻𝑛(𝑥)

√2𝑛𝑛!√𝜋
   with  𝐻𝑛(𝑥): = (−1)𝑛𝑒𝑥2 𝑑𝑛

𝑑𝑥𝑛 𝑒−𝑥2
 ,  𝐻0(𝑥) = 1,  𝐻1(𝑥) = 𝑥 

 

form a set of orthonormal functions in 𝐿2(−∞, ∞), i.e., it holds 𝜑𝑛 ∈ 𝐿2 and 𝜑̂𝑛 = (−𝑖)𝑛𝜑𝑛, and the 
following recursion formula is valid: 
 

𝐻𝑛+1 = 2𝑥𝐻𝑛 − 2𝑛𝐻𝑛−1 = 2𝑥𝐻𝑛 − 𝐻𝑛
′ . 

 
Let 𝐻 denote the Hilbert transform, then it follows 𝐻𝜑𝑛 ∈ 𝐿2 and (𝜙𝑛, 𝐻𝜙𝑛) = 0, because |𝑢̂(𝜔)|2 is even 

and ∫ 𝑢(𝑦)(𝐻𝑢)(𝑦)𝑑𝑦
∞

−∞
=

𝑖

2𝜋
∫ 𝑠𝑖𝑔𝑛((𝜔)|𝑢̂(𝜔)|2𝑑𝜔

∞

−∞
. The expansion of the 𝑠𝑖𝑔𝑛((𝜔) function in a series of 

Hermite polynomials is given by, (LeN) 4.16, 
 

𝑠𝑖𝑔𝑛(𝑥) =
1

√𝜋
∑

(−1)𝑛

22𝑛(2𝑛+1)𝑛!
𝐻2𝑛+1(𝑥)∞

𝑛=0 . 

 

Kummer function related representations of 𝐻𝑛(𝑥) are given by, (LeN) 9.13, 
 

𝐻2𝑚(𝑧) = (−1)𝑚 (2𝑚)!

𝑚!
𝐹1 1 (−𝑚,

1

2
; 𝑧2)  

 

𝐻2𝑚+1(𝑧) = (−1)𝑚 (2𝑚+1)!

𝑚!
2𝑧 𝐹1 1 (−𝑚,

3

2
; 𝑧2) . 

 

The following integral equations with real terms are valid (𝑚 = 0,1,2, …), (LeN) 4.11, 4.12, 
 

𝑒−𝑥2
𝐻2𝑚(𝑥) =

1

√𝜋
(−1)𝑚22𝑚+1 ∫ 𝑒−𝑡2

𝑡2𝑚 cos(2𝑥𝑡) 𝑑𝑡
∞

0
  

 

𝑒−𝑥2
𝐻2𝑚+1(𝑥) =

1

√𝜋
(−1)𝑚22𝑚+2 ∫ 𝑒−𝑡2

𝑡2𝑚+1 sin(2𝑥𝑡) 𝑑𝑡
∞

0
  

 

𝑒−
𝑥2

2 𝐻2𝑚(𝑥) = (−1)𝑚√
2

𝜋
∫ 𝑒−

𝑦2

2 𝐻2𝑚(𝑦) cos(𝑥𝑦) 𝑑𝑦
∞

0
  

 

𝑒−
𝑥2

2 𝐻2𝑚+1(𝑥) = (−1)𝑚√
2

𝜋
∫ 𝑒−

𝑦2

2 𝐻2𝑚+1(𝑦) sin(𝑥𝑦) 𝑑𝑦
∞

0
 . 

 

Hermite polynomials have only real zeros all of which are simple. The Hermite polynomials in the form 
 

𝑓𝑛(𝑥): = 2−
𝑛
2𝐻𝑛(√2𝜋𝑥)𝑒−𝜋𝑥2

 
 

are the eigenfunctions of the Hamiltonian 

𝑥2 −
1

4𝜋2

𝑑2

𝑑𝑥2  

 

of the quantum mechanical harmonic oscillator. That is, they satisfy the Schrödinger equation 
 

(𝑥2 −
1

4𝜋2

𝑑2

𝑑𝑥2) 𝑓𝑛 =
2𝑛+1

2𝜋
𝑓𝑛. 

 

The Mellin transforms of the Hermite functions have their zeros on the critical line  𝑅𝑒(𝑠) = 1/2, and the 
related polynomials 𝑝𝑛 fulfill (in common with the Riemann zeta function) the following functional 
equation, (BuD), 

𝑝𝑛(1 − s) = { 𝑝𝑛(s)

−𝑝𝑛(s)
𝑛=0,1 𝑚𝑜𝑑 4
𝑛=2,3 𝑚𝑜𝑑 4

. 

 

The Dawson function 𝐹(𝑥) ≔ 𝑒−𝑥2
∫ 𝑒𝑡2

𝑑𝑡
𝑥

0
 resp. the Hilbert transform of the Gaussian function 𝐼(𝑥) ≔

1

√𝜋
∫

𝑒−𝑡2

𝑥−𝑡
𝑑𝑡

∞

−∞
, (GaW), are linked to the zeros and the weight factors of the Hermite polynomials by, 

(AbM) 7.1.15, 7.1.23, 

𝐼(𝑥) =
1

√𝜋
lim

𝑛→∞
∑

𝐻𝑘
(𝑛)

(𝑥)

𝑥−𝑥𝑘
(𝑛)

𝑛
𝑘=1 = 2𝐹(𝑥) ≅  

1

𝑥
 . 
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The quaternion rotation operator 
 
 

In classical theory but also in quantum theory, symmetry groups are applied to derive conservation 
laws for energy, translation and angular momenta. However, in the current quantum theory translation 
and rotation operators are not interchangeable, which is a consequence of the quantification process 
of classical partial differential equations. Therefore, in the current quantum theory framework in order 
to characterize the angular momentum of a system about an axis by a quantum number it is 
neccessary that the perpendicular translation momentum vanishes or is unknown, (DüH). This 
handicap can be seen as the „root of evil“ of all challenges of the standard model of (elementary) 
particles & cosmology, loop quantum & gravity, but also of Heisenberg‘s mathematical formalism for 
an unified field theory (based on an asymmetry of the ground state and nonlinear spinors, (DüH), 
(HeW)).  
 
The quaternions provide an appropriate field to address the „translation-rotation“ (linear and 
angular rotation) „permutation“ requirement. The perhaps primary application of quaternions is 
the quaternion rotation operator. This is a special quaternion triple-product (unit quaternions and 
rotating imaginary vector) competing with the conventional (Euler) matrix rotation operator.  

 

The quaternion rotation operator can be interpreted as a frame or a point-set rotation, 
(KuJ). Its outstanding advantages compared to the Euler geometry are 
 

- the axes of rotation and angles of rotation are independent from the underlying 
coordinate system and directly readable (*) 
 

- there is no need to to take care about the sequencing of the rotary axes. 
 
In other words, a fractional quaternionic Hilbert scale framework accompanied by indefinite inner 
products and corresponding variational theory applied for Pseudo Differential Operators provides an 
appropriate toolset, which overomes current challenges in quantum and gravity theory (including „the 
problem of „time“), (*).  
 
In (SaM) a generalized quaternionic quantum wave equation formulation is used to construct general 
plane waves enabling corresponding generalized Klein Gordon and Helmholtz equations. 
 
MacFarlane (MaF) introduced the set of hyperbolic quaternions. The hyperbolic quaternions are not 
commutative like real quaternions. But the set of hyperbolic quaternions contains zero divisors.  
 
In (LeS) the isomorphism between unitary quaternions and space time rotations is extended to 
Lorentz boosts. From the transformation properties of two-component spinors a quaternionic 
representation for the space-time algebra is derived. Additionally, a quaternionic bi-dimensional 
version of the Dirac equation is derived. 
 
In (KrR) variable orthonormal sets, so-called moving frames, are provided to generalize the 
notion „differentiability“ and „complex-analyticity“ by a hypercomplex (quaternionic) differential 
form calculus. 
 
In (BoI) a continuous wavelet transform is built on the upper sheet of the 2-hyperboloid 𝐻+

2. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

(*) Husserl differentiates between the objective time of appearing objects, the subjective or preempirical time of acts and 
experiences and the prephenominal absolute flow of the internal time consciousness, ((ZaD) chapter 3. 
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Quaternion groups and real & complex Lorentz groups  
 
 

The Lorentz transformation in special relativity is a simple type of rotation in hyperbolic space. 
 
The Lorentz group 𝐿 has four components, each of which is connected in the sense that any point can 
be connected to any other, but no Lorentz transformation in one component can be connected to 
another in another component. One of this components is the restricted Lorentz group, which is the 
group of 2𝑥2 complex matrices of determinant one, 𝑆𝐿(2, 𝐶). It is isomophic to the symmetry group 
𝑆𝑈(2) ≅ 𝑆𝐿(2, 𝐶), containing as elements the complex-valued rotations, which can be written as a 
complex-valued matrix of type 
 

(
𝑎 + 𝑖𝑏 𝑐 + 𝑖𝑑

−𝑐 + 𝑖𝑑 𝑎 − 𝑖𝑏
)   with determinant one. 

 
It is important in describing the transformation properties of spinors. In SMEP the group 𝑆𝑈(2) ≅

𝑆𝐿(2, 𝐶) describes the weak force interaction with 3 bosons 𝑊+, 𝑊−, 𝑍. 
 
Another group associated with the Lorentz group 𝐿 is the complex Lorentz group 𝐿(𝐶). It has just two 

connected components, 𝐿+(𝐶) and 𝐿−(𝐶). The transformations 1 and −1, which are disconnected in 𝐿 
are connected in 𝐿(𝐶). In other words, the complex Lorentz transformation connects  
 

- the two components containing the 1-transformation and space-time inversion 

- the two components containing the space inversion and the time inversion. 
 
Just as the restricted Lorentz group is associated with 𝑆𝐿(2, 𝐶), the complex Lorentz group is 
associated with 𝑆𝐿(2, 𝐶) ⊗ 𝑆𝐿(2, 𝐶) ≅ 𝑆𝑈(2) ⊗ 𝑆𝑈(2). There is also a two-to-one homomorphism from 
𝑆𝐿(2, 𝐶) × 𝑆𝐿(2, 𝐶) onto 𝐿(+, 𝐶). 

 
For the relations of the Lorentz group in the context of the SRT and the GRT to Minkowskian 
quaternions, belonging to the wider class of complex quaternions (biquaternions), we refer to (GiP). 
 
In (LeS1) new real linear quaternions are introduced to obtain a quaternionic version of the Lorentz 
group without the use of complexified quaternions) and a quaternionic metric tensor is defined, 
overcoming difficulties concerning the appropriate transformations on the 3 + 1 space-time.  
 
For quaternionic analysis and elliptic boundary value problems we refer to (GuK). 
 

The spin of an elementary particle is its eigen-rotation with exactly two rotation axes, one parallel and 
one anti-parallel axis to a magnetic field. This is the 2 × 2 complex number scheme, where every 
„normal“ rotation is contained twice. Consequently, an electron has a charge only half of the Planck’s 
quantum of action. For a quaternionic equation representation of the motion of a particle with an 
electric charge in a electromagnetic field manifesting the relativistic covariance of classical 
electromagnetism we refer to (GiP). In (ArI) a quaternionic unification of electromagnetism and 
hydrodynamics is provided. 
 
In (HuM) the concept of the unit quaternion is applied to enable statistical analysis for rotations in 3D 
electron cryo-microscopy. Concepts of distance and geodesic between spatial rotations is introduced 
and developed to enable comparisons and interpolations between rotations. Statistical methods for 
performing sampling and numerical analysis in the rotational space are introduced and developed. A 
description for the molecular symmetry and the corresponding method of space division for 
asymmetric units are developed based on the unit quaternion. 
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Rotations in hyperbolic 𝟒-spaces, hyperbolic function theory 
and quaternionic quantum waves 

 
 

The Lorentz transformation in special relativity is a simple type of rotation in hyperbolic space. 
  
(CoA): „In flat 4-space a general rotation can be made up of two planar rotations in orthogonal planes, 
and these component rotations are commutative. In hyperbolic space a general rotation is made up of 
two planar rotations in planes which are reciprocal with respect to the hypercone,  
 

𝑡2 = 𝑥2 + 𝑦2 + 𝑧2. 
 
Of the two planes one cuts the hypercone in real 4-vectors and the rotation in this plane is hyperbolic, 
the rotation in the other plane is circular. The rotations are commutative.“ 
 
In (ErS) a study of hyperbolic function theory in the total skew field of quaternions is provided, where 
the considered function depend on all four coordinates of quaternions. The considered (so-called 𝛼-
hyperbolic harmonic) functions are harmonic with respect to the Riemannian metric 
 

𝑑𝑠𝛼
2 ≔

𝑑𝑠0
2+𝑑𝑠1

2+𝑑𝑠2
2+𝑑𝑠3

2

𝑥3
𝛼   

 
in the upper half space 𝑅+

4 ≔ {(𝑥0, 𝑥1, 𝑥2, 𝑥3) ∈ 𝑅4: 𝑥3 > 0}. If 𝛼 = 2, the metric is the hyperbolic metric 
of the Poincare´s upper half-space. 
 
In (SaM) a generalized quaternionic quantum wave equation formulation is used to construct general 
plane waves enabling corresponding generalized Klein Gordon and Helmholtz equations. 
 
 

 

Electrons cannot rotate in a classical way but manifest in a 𝟑-dimensional 𝑺𝟑 reality 
 
 

The spin of an elementary particle is its eigen-rotation with exactly two rotation axes, one parallel and 
one anti-parallel axis to a magnetic field. This is the 2 × 2 complex number scheme, where every 
„normal“ rotation is contained twice. Consequently, an electron has a charge only half of the Planck’s 
quantum of action, (UnA1) S. 188. On average an neutron decays into a proton, an electron, and an 
anti-neutrino in 15 minutes. The root cause of this so-called „beta decay“ is unknown, (UnA1) S. 189. 
 
 

(UnA2) chapter 12: „The Stern-Gerlach experiment showed that electrons cannot rotate in a classical way. … 
The quantification of spin, as one might call Stern and Gerlach’s result, is an additional, very irritating property of 
nature. The result can only be interpreted in such a way that elementary particles basically appear in two 
different states as soon as they are somewhere located in space. … Nature thus surprises us with a mysterious 
doubling of states as soon as we consider orientations in space.  … Apparently, however, the 3-dimensional 𝑆3 
unit sphere shows exactly this structure. … The difference from 𝑆𝑂(3) is the double cover, i.e., 𝑆3 provides 
exactly two states for each point in 𝑆𝑂(3).  …. It is clear that the double cover must be the deeper mathematical 
cause of the spin phenomenon, for which there is no explanation in the conventional paradigm of space and 
time.“ 

 
 

Statistics of spatial rotations in 3D electron cryo-microscopy by unit quaternion description 
 
 

In (HuM) the concept of the unit quaternion is applied to enable statistical analysis for rotations in 3D 
electron cryo-microscopy. Concepts of distance and geodesic between spatial rotations is introduced 
and developed to enable comparisons and interpolations between rotations. Statistical methods for 
performing sampling and numerical analysis in the rotational space are introduced and developed. A 
description for the molecular symmetry and the corresponding method of space division for 
asymmetric units are developed based on the unit quaternion. 
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The real and complex Lorentz groups 
 
 

The real indefinite orthogonal Lorentz group 𝑂(1,3), preserving 𝑡2 − 𝑥2 − 𝑦2 − 𝑧2, has to do with the 

symmetry of vectors (tensors). The restricted Lorentz group 𝑂+(1,3) preserves orientation of space 

and time. The special linear group 𝑆𝐿(2, 𝐶) is a double covering of 𝑂+(1,3), where 𝑂+(1,3) is a specific 
representation of it. The biquaternions are also isomorphic to 𝑆𝐿(2, 𝐶). The Lorentz group that 
preserves the direction of time is called orthochronous; the restricted Lorentz group is also called 
proper orthochronous Lorentz group. The restricted Lorentz group is generated by ordinary space 
rotation and Lorentz boosts (which are rotations in a hyperbolic space that include a time-like 
direction); in other words, the restricted Lorentz group is generated by 6 parameters. 
 
The complex, homogeneous Lorentz group, 𝐿(𝐶), (the set o, (4 × 4)-complex matrices) has two 
connected components 𝐿(+, 𝐶) and 𝐿(−, 𝐶), where 𝐿(+, 𝐶) is the only sub-group of 𝐿(𝐶). It leaves the 
complex Minkowski scalar product 𝑧∗𝑧 invariant, without complex conjugation of one of the complex 
four-vectors 𝑧. Just as the restricted Lorentz it is associated with 𝑆𝐿(2, 𝐶) × 𝑆𝐿(2, 𝐶); there is a two-to-
one homomorphism from 𝑆𝐿(2, 𝐶) × 𝑆𝐿(2, 𝐶) onto the complex Lorentz sub-group 𝐿(+, 𝐶), which is a 
proper Lorentz transform, (WiD). 
 
For quaternionic Lorentz group representations in relation to the Dirac equation we refer to (LeS). 
 
For quaternionic analysis and elliptic boundary value problems we refer to (GuK). 
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The real Lorentz transform 
 
 

(StR): A Lorentz transformation is a linear transformation Λ mapping space-time onto space-time 

which preserves the scalar product (Λx⃗⃗, Λy⃗⃗) = (x⃗⃗, y⃗⃗), where 
 

(x⃗⃗, y⃗⃗) ≔ (𝑥0, 𝑦0) − [(𝑥1, 𝑦1) + (𝑥2, 𝑦2) + (𝑥3, 𝑦3)] = 𝑥𝜇𝑔𝜇𝜈𝑥𝜈 = 𝑥𝜇𝑦𝜇. 

 

If (Λ𝑥)𝜇 = Λ
𝜇

𝜈𝑥𝜈, the (real) matrix Λ
𝜇

𝜈 of the transformation must satisfy 
 

                                                                     Λ
𝜅

𝜇Λ𝜅𝜈 = 𝑔𝜇𝜈 or  Λ
𝑇𝐺Λ = 𝐺,                  (1-5) 

 

where the transpose Λ
𝑇
 of Λ is defined by (Λ

𝑇)𝜇
𝜈

= Λ
𝜇

𝜈 and indices on Λ are lowered according to 

 

Λ𝜅𝜈 = 𝑔𝜅𝜎Λ
𝜎

𝜈 = (𝐺Λ)𝜅𝜈. 
 

If  Λ and M satisfy (1-5), so do ΛM and Λ
−1

. Here 
 

(ΛM)𝜇
𝜈

= Λ
𝜇

𝜈 M𝜅
𝜈    (Λ

−1)𝜇
𝜈
Λ

𝜅
𝜈 = g𝜇

𝜈
= {

0
1

𝜇≠𝜈
𝜇=𝜈

, 

 
so the (real) Lorentz transformations form a group, the Lorentz group 𝐿. 
 

Two Lorentz transformations  Λ and M are defined to be close to one another if the numbers Λ
𝜇

𝜈  and 

M𝜇
𝜈 are close for all 𝜇, 𝜈 = 0,1,2,3 . Clearly, with this definition, Λ

−1
 and ΛM are continuous functions of 

Λ and  M, respectively. Furthermore, it make sense to say that two (real) Lorentz transformations can 
be connected to one another by a continuous curve of Lorentz transformations. 
 
The Lorentz group 𝐿 has four components, each of which is connected in the sense that any point can 
be connected to any other, but no Lorentz transformation in one component can be connected to 
another in another component.  
 
One of this components is the restricted Lorentz group, which is the group of 2𝑥2 complex matrices of 

determinant one, 𝑆𝐿(2, 𝐶). It is isomophic to the symmetry group 𝑆𝑈(2), containing as elements the 
complex-valued rotations, which can be written as a complex-valued matrix of type 
 

(
𝑎 + 𝑖𝑏 𝑐 + 𝑖𝑑

−𝑐 + 𝑖𝑑 𝑎 − 𝑖𝑏
)   with determinant one. 

 
It is important in describing the transformation properties of spinors. In SMEP the group 𝑆𝑈(2) 

describes the weak force interaction with 3 bosons 𝑊+, 𝑊−, 𝑍. 
 
This restricted Lorentz group contains the 1-transformation. Its connected component contains the 
space-time inversion. The other pair of connected components of the Lorentz group contains the 
space inversion resp. the time inversion. 
 
The Lorentz group has also three important subgroups, which are 
 

- the orthochronous Lorentz group 
 

- the proper Lorentz group 
 

- the orthochorous Lorentz group. 
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The complex Lorentz transform 
 
 

Another group associated with the Lorentz group 𝐿 is the complex Lorentz group, which we shall 

denote by 𝐿(𝐶). It is essential in the proof of the PCT theorem as we shall see. It is composed of all 
complex matrices satisfying  
 

Λ
𝜅

𝜇Λ𝜅𝜈 = 𝑔𝜇𝜈 or  Λ
𝑇𝐺Λ = 𝐺,                  (1-5). 

 
It has just two connected components, 𝐿+(𝐶) and 𝐿−(𝐶) according to the sign of det(Λ). The 
transformations 1 and -1, which are disconnected in 𝐿 are connected in 𝐿(𝐶). In other words, the 
complex Lorentz transformation connects  
 

- the two components containing the 1-transformation and space-time inversion, i.e. the pair 
 

{det(Λ) = +1 , det (Λ
0

0
= +1)}, {det(Λ) = +1 , det (Λ

0
0

= −1)}, 

 
- the two components containing the space inversion and the time inversion, i.e. the pair 

  

{det(Λ) = −1 , det (Λ
0

0
= +1)}, {det(Λ) = −1 , det (Λ

0
0

= −1)}. 

 
 

Summary:  
 

While two (real) Lorentz transformations need to be connected to one another by an 
appropriately defined continuous curve of Lorentz transformations, there are two pairs of 
components of the complex Lorentz transform, which are both already connected by 
definition.  

 
 
Just as the restricted Lorentz group is associated with 𝑆𝐿(2, 𝐶), the complex Lorentz group is 
associated with 𝑆𝐿(2, 𝐶) ⊗ 𝑆𝐿(2, 𝐶). The latter group is the set of all pairs of 2𝑥2 matrices of 
determinants one with the multiplication law 
 

{𝐴1, 𝐵1} ∙ {𝐴2, 𝐵2} = {𝐴1𝐴2, 𝐵1𝐵2}. 
 
Is is easy to see that only matrix pairs which yield a given Λ(A, B) are (±A, ±B). In particular,  
 

Λ(−1,1) = Λ(1, −1) = −1. 
 
The corresponding complex Poincare group admits complex translation but also the multiplication law  
 

{𝑎1, Λ1} ∙ {𝑎2, Λ2} = {𝑎1 + Λ1𝑎2, Λ1Λ2}. 
 
It has two components P±(𝐶), which are distinguished by det(Λ) and a corresponding inhomogeneous 

group to 𝑆𝐿(2, 𝐶). 
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The Lorentz group and Minkowskian quaternions 
 
 

(GiP): „The Lorentz group is the group of homogeneous transformations which conserve the quantity 
 

𝑐2𝑡2 − 𝑥2 − 𝑦2 − 𝑧2. 
 
If there is no time reversal and no space reflection, the transformations are said to be orthochronous 
proper. Any orthochronous proper Lorentz transformation can be expressed by a quaternion 
transformation of the type 
 

𝑞′ = 𝑎𝑞𝑎𝑐
∗ 

 
 where 𝑎 is a complex quaternion such that 𝑎𝑎𝑐 = 1, and where 𝑞 = (𝑐𝑡, 𝑖𝑥, 𝑖𝑦, 𝑖𝑧), 𝑞′ = (𝑐𝑡′, 𝑖𝑥′, 𝑖𝑦′, 𝑖𝑧′). I 
shall refer to quaternions such that 𝑞𝑐

∗ = 𝑞 as minquats (Minkowskian quaternions).“ 

 
Minkowskian quaternions belong to the wider class of complex quaternions (biquaternions). The norm 
and the scalar product of Minkowskian quaternions are real, (SyJ) p.2,10.   
 
 

The special theory of relativity and the pure Lorentz transform 
 
 

(GiP): „Consider the pure Lorentz transformation 
 

𝑞′ = 𝑏𝑞𝑏𝑐
∗ 

 
with 𝑏 = (𝑐𝑜𝑠ℎ𝛷, 𝑖𝑠𝑖𝑛ℎ𝛷𝒆), 𝑞 = (𝑐𝑡, 𝑖𝑥, 𝑖𝑦, 𝑖𝑧), 𝑞′ = (𝑐𝑡′, 𝑖𝑥′, 𝑖𝑦′, 𝑖𝑧′) and where 𝒆 is a real unit vector.  
 

The four-veclocity transforms according to the relation 𝑢′ = 𝑏𝑢𝑏𝑐
∗ where 𝑢 =

𝑑𝑞

𝑑𝑠
, 𝑢′ =

𝑑𝑞′

𝑑𝑠
, and 𝑑𝑠2 = 𝑑𝑞𝑑𝑞𝑐. 

 
The above transformation transforms a point at rest into a point moving with a speed 𝑢 in the direction 
−𝑒; it corresponds to a standard Lorentz transformation (from a passive point of view) in the 𝑒 
direction. 
 
The four-angular momentum of a material point can be defined by 
 

𝑳 = 𝑽(𝑞𝑝𝑐) = [0, 𝒓 × 𝒑 + 𝑖(
𝐸𝒓

𝑐
− 𝑐𝑡𝒑)] 

 
The transformation rule of 𝑳 yields the relativistic invariant 
 

𝑳𝑳𝒄 = (𝒓 × 𝒑)2 − (
𝐸𝒓

𝑐
− 𝑐𝑡𝒑)2.“ 

 
 

The general theory of relativity group the generalised Lorentz group 
 
 

(GiP): „The GTR group is simply the generalised Lorentz group 
 

𝑢′ = 𝑎𝑢𝑎𝑐
∗ 

 
where 𝑎 is an arbitrary function such that 𝑎𝑎𝑐 = 1 and where 𝑢 is a Minkowskian quaternions. At any 

given space-time point, the GTR group reduces to the Lorentz group.“ 

 
 

Special Relativity by a quaternionic algebra on real linear quaternions 
 
 

In (LeS1) new real linear quaternions are introduced to obtain a quaternionic version of the Lorentz 
group without the use of complexified quaternions) and a quaternionic metric tensor is defined, 
overcoming difficulties concerning the appropriate transformations on the 3 + 1 space-time.  
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Hyperbolic quaternions 
 
 

(KöA): „The multiplication of real quaternions is not commutative. The roots of a real 
quaternions were given by Niven (NiI), and Brand [8] proved De Moivre’s theorem and 
used it to find 𝑛𝑡ℎ roots of a real quaternion.  
 
In (CoE) Euler’s formula and De Moivre’s formula for real quaternions are generalized. It 
is also shown that there are uncountably many unit quaternions satisfying 𝑥𝑛 = 1 for  𝑛 ≥

3, (*) 
 
Using De Moivre’s formula to find roots of real quaternion is a more useful way. After the 
discovery of real quaternions by Hamilton, MacFarlane (MaF) introduced the set of 
hyperbolic quaternions. The hyperbolic quaternions are not commutative like real 
quaternions. But the set of hyperbolic quaternions contains zero divisors. In this work, we 
express Euler and De Moivre’s formulas for hyperbolic quaternions after we give some 
algebraic properties of hyperbolic quaternions.“ 

 
The hyperbolic quaternions are not commutative like real quaternions. But the set of hyperbolic 
quaternions contains zero divisors. In (KöA) some algebraic properties of hyperbolic quaternions are 
given, including Euler and De Moivre’s formulas for hyperbolic quaternions. 
 
 

The 𝑺𝟏, 𝑺𝟐, 𝑺𝟑 unit spheres 
 
 

The 1-dimensional unit sphere in 𝑅2 corresponds to the Lie group 𝑈(1). The related number grid is 
built by the Eisenstein numbers.  
 

The 3-dimensional 𝑆3 unit sphere is isomorphic to 𝑆𝑈(2). The 𝑆1 and 𝑆3 are the only spheres with a 

"continuous" group structure, (EbH) 7.2. We note that 𝑆0, 𝑆1, 𝑆3, 𝑆7 the only parallelizable sheres. 
 

The compactification of the field of complex numbers 𝐶, the Riemann sphere, is homeomorphic to 𝑆2. 
It plays a key role in the Teichmueller theory. In the context of the proposed Hilbert space framework 
we note the relationship of the Teichmüller space with the fractional Hilbert space 𝐻1/2. 

 

The groups 𝑆1 and 𝑆3 have parameter representations, (EbH) 3.5.4(2'), 7.3.2(3). There are 

epimorphisms between 𝑆3 and 𝑆𝑂(3), resp. between 𝑆3 × 𝑆3 and 𝑆𝑂(4). The group 𝑆𝑂(4) contains 

isomorphic normal subgroups to the group 𝑆3, i.e. it is a not „simple“ Lie group. The groups 𝑆𝑂(𝑛), 𝑛 >
4, are all „simple“, i.e. they have not trivial coherent normal subgroups. The groups 𝑆𝑂(2𝑛 + 1) have no 

normal subgroup unequal (e). The groups 𝑆𝑂(4) have exactly the not trivial normal subgroup {𝑒, −𝑒}, 
(EbH) 7.3.4. 
 
From the fundamental theorem of algebra for quaternions it follows that there are exactly 𝑛 roots of 

any quaternion with not vanishing imaginary part, (EbH) 7.1.8. For each quaternion of 𝑆3 there is a 

quaternion represention as a sum of two product terms in the form 𝑒 ∙ 𝑐𝑜𝑠 (
𝜔

2
) + 𝑞 ∙ 𝑠𝑖𝑛 (

𝜔

2
), where 𝑒 

denotes the „real“ quaternion unit, 𝑞 denotes a purely imaginary quaternion with norm equal one, and 
𝜔 denotes an angle between zero and 2𝜋, (EbH) 7.3 
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The two-semicircle method to prove the Kummer conjecture 
(BrK4), (BrK10) 

 
 

The Kummer conjecture deals with cubic characters in the form 𝑝 = 3𝑘 + 1. This set can be 
decomposed into 
 

- all odd squares of 3𝑘 + 1 
- all even squares of 3𝑘 + 1 
- all remaining odd numbers 
- all remaining even numbers. 

 
The link to the related {4𝑛 − 3,4𝑛 − 1,2𝑛} decomposition of the set of integers is given by the fact, that 
the „distance“ between the consecutive odd squares of 𝑛 = 3𝑘 + 1 is {4𝑙 − 1}, and that the „distance“ 
between the consecutive even squares of of 𝑛 = 3𝑘 + 1 is {2𝑙}. This property provides the conceptual 
data for an appropriate framework set-up of the proposed two-semicircle method with the following key 
differentation to the Hardy-Littlewood circle method: 
 
 

 
Hardy-Littlewood circle method 

 

 
Two-semicircle method 

 
winding number n 

 

 

A pair of semicircle numbers (n −
1

2
, 𝑛) 

 
a single distribution function 

 

 
two distinct distribution functions (**) 

 
zeros of the orthonormal system 

 {𝑒2𝜋𝑖𝑛𝑧} of 𝐿2(𝑆1) 

 
complex-valued zeros {𝑧𝑛}𝑛∈𝑁 of the Kummer 

function 𝐹1 1 (
1

2
,

3

2
; 𝑧) and absolute values of  

their imaginary parts  |𝐼𝑚(𝑧𝑛)| = 2𝜋𝜔𝑛 with 
 𝑛 −

1

2
< 𝜔𝑛 < 𝑛  and related retarded/condensed 

sequences 𝜔𝑛
∗, (*), (BrK) 

 
 

{𝑛} 

 

 
{2𝑛 − 1,2𝑛} = {4𝑛 − 3,4𝑛 − 1,2𝑛} (**) 

 
Gaussian numbers, (HaG) 

 

 
Hurwitz numbers, (HuA) 

 
norm: sum of two squares, (Moc) 

 

 
norm: sum of four squares, (MoC) 

 

 
Euclidian rotations with fixed winding axis 

governed by the winding number 𝑛 
 

 
quaternion rotation with dynamic winding axes 

governed by the odd and even squares of 
integers resp. their corresponding indices of the 
retarded/condensed sequence 𝜔𝑛

∗  enjoying the 
Kadec condition 

 

 
 
 
 
 
 

(*) In the context of non-harmonic Fourier series governed by Kadec’s theorem and Avdonin’s (generalized) theorem of ¼-in the 
mean we note that the "retarded" sequences of (2𝑘 − 1) resp. ((4𝑘 − 3), (4𝑘 − 1)) resp. ((8𝑘 − 7), (8𝑘 − 5), (8𝑘 − 3), (8𝑘 − 1)) 
are condensed by the factor ¼. „It is interesting to note that Euclid’s procedure to prove that the sequences of primes is infinite 

also works starting with 𝑛 = 0 , i.e., without any knowledge about primes“, (HaH) S. 4. 
 

(**) and related distribution functions built according to (PoG1). We note that the set of even integers is an ideal in the ring of Z. In 
case the Goldbach conjecture is valid this means that each even integer 2𝑛 = 𝑝 + 𝑞 is the norm of a quaternion if 𝑝, 𝑞 = 1𝑚𝑜𝑑4.  
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